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Journal of
Heat Transfer Guest Editorial

Special Issue on Advanced Thermal Processing

Significant advances have been made over the last decade on
the study of thermal transport phenomena in manufacturing and
material processing, where thermal science has been applied to
drive innovations. Powerful experimental tools, as well as multi-
scale computational modeling, have been utilized to unravel the
associated material transformation and structural modification
processes down to a nanoscale, with great detail and unprec-
edented spatial and temporal resolutions. Such breakthroughs are
appearing across a number of disciplines, but a common thread
arises within thermal processing. The focus of this special issue is
to bring together scientists and engineers across various disci-
plines to address the thermal aspects of materials processing is-
sues with high societal impact applications.

This special issue was initiated through the organization of a
U.S. National Science Foundation-sponsored Symposium on Ad-
vanced Thermal Processing, held during the 2008 ASME Interna-
tional Mechanical Engineering Congress & Exposition on No-
vember 5, 2008 in Boston, MA.1 The ASME Heat Transfer
Division’s K-15 Technical Committee on Transport Phenomena in
Manufacturing and Materials Processing organized a multisession
symposium during which experts were invited from industry, re-
search laboratories, and academia to present the latest thermal
processing challenges in their field. Topics discussed included
nuclear energy, nanomanufacturing, photovoltaics, fuel cells, tis-
sue engineering, and photonics. Both speakers and attendees were
invited to contribute to this special issue.

On behalf of the ASME Heat Transfer Division’s K-15 Techni-
cal Committee on Transport Phenomena in Manufacturing and
Materials Processing, we are honored to present this special issue
consisting of 12 technical and review articles. Contributions cover
various aspects of advanced thermal processing, including the
synthesis of novel nanomaterials, multiphase flow with applica-
tions to welding, machining, thermal management, fuel cells, food
processing, thermal barrier coatings, and materials processing
challenges in novel scaffold materials for tissue engineering. We
hope that these papers inspire further research and innovation in
thermal science application in manufacturing and materials pro-
cessing.

Organizing this special edition on advanced thermal processing

has endured a long process and would have been impossible with-
out the committed support of various sources. We are especially
indebted to Professor Y. Jaluria, the editor of the ASME Journal of
Heat Transfer, for his unwavering support of this edition from the
conception of the idea until its fruition. Our thanks go to the
authors and reviewers for their relentless effort to ensure that their
work meets the uncompromised quality standards of the journal.

We acknowledge the financial support provided by the National
Science Foundation under Grant No. CBET-0820605 and addi-
tional support from the American Society of Mechanical Engi-
neers. May readers enjoy and discoveries continue.

Wilson K. S. Chiu
Guest Editor

Department of Mechanical Engineering,
University of Connecticut,

191 Auditorium Road,
Storrs, CT 06269-3139

e-mail: wchiu@engr.uconn.edu

Costas P. Grigoropoulos
Guest Editor

Department of Mechanical Engineering,
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6177 Etcheverry Hall,
Berkeley, CA 94720-2525

e-mail: cgrigoro@me.berkeley.edu

Ben Q. Li
Guest Editor

Department of Mechanical Engineering,
University of Michigan,
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Structure Controlled Synthesis of
Vertically Aligned Carbon
Nanotubes Using Thermal
Chemical Vapor Deposition
Process
Due to their unique one-dimensional nanostructure along with excellent mechanical,
electrical, and optical properties, carbon nanotubes (CNTs) become a promising material
for diverse nanotechnology applications. However, large-scale and structure controlled
synthesis of CNTs still have many difficulties due to the lack of understanding of the
fundamental growth mechanism of CNTs, as well as the difficulty of controlling atomic-
scale physical and chemical reactions during the nanotube growth process. Especially,
controlling the number of graphene wall, diameter, and chirality of CNTs are the most
important issues that need to be solved to harness the full potential of CNTs. Here we
report the large-scale selective synthesis of vertically aligned single walled carbon nano-
tubes (SWNTs) and double walled carbon nanotubes (DWNTs) by controlling the size of
catalyst nanoparticles in the highly effective oxygen assisted thermal chemical vapor
deposition (CVD) process. We also demonstrate a simple but powerful strategy for syn-
thesizing ultrahigh density and diameter selected vertically aligned SWNTs through the
precise control of carbon flow during a thermal CVD process. �DOI: 10.1115/1.4002443�

1 Introduction
Nanotechnologies based on carbon nanotubes �CNTs� are de-

veloped very rapidly from the discovery in 1993 �1� because of
their exceptional mechanical, electrical, and optical properties �2�.
The applications of CNTs are their use in nanoscale electronics
such as nanosensors, interconnects, and field effect transistors by
their specific electronic structures, superior transport properties,
and unique one-dimensional nanostructures �3–5�. In the synthesis
of CNTs, the catalytic chemical vapor deposition �CVD� method
has been developed actively for the large-scale synthesis of CNTs
�6–12�. However, still challenging difficulties are the control of
morphology and structure of CNTs with the ability of synthesizing
them in a large quantity. The key parameters in CNT growth using
thermal CVD processes are chemical and physical characteristics
of catalyst nanoparticles, hydrocarbons, and reaction environment
during growth of CNTs. In the CVD process, the dissociation of
hydrocarbon molecules catalyzed by the transition metal and the
precipitation of sp2 carbon bonds from supersaturated metal cata-
lyst nanoparticles lead to the formation of CNTs. Therefore, the
diameter of CNTs is closely related to the size of metal catalyst
nanoparticles. However, it is very difficult to control the size of
catalyst nanoparticles precisely with the uniform distribution. In
this paper, we report the large-scale selective growth of vertically
aligned �VA� SWNTs and DWNTs using an ethanol based thermal
CVD process. We also demonstrate the large-scale synthesis of
diameter controlled vertically aligned SWNTs by controlling the
flow rate of ethanol vapor. To understand the diameter selected
growth of SWNTs, we also carried out a computational investiga-
tion of the fundamental SWNT growth mechanism and kinetics
under different ethanol flow rates in the CVD process using vari-
ous computational techniques, including the first-principles for-
malism.

2 Experimental Method
Vertically aligned CNTs were synthesized by employing a ther-

mal ethanol CVD technique �13�. Figure 1 is a schematic showing
our ethanol CVD system and experimental procedure for the
growth of high density and vertically aligned CNTs. First, a 20 nm
thick Al film was deposited onto a SiO2 layer using a sputter
coater and exposed to the air for the formation of aluminum-oxide
buffer layer to grow highly dense and vertically aligned CNTs
�Fig. 1�b��. Then, an ultrathin Co catalyst film with 0.5–1 nm
thickness was deposited on an Al2Ox /SiO2 multilayer using an
e-beam evaporator �Fig. 1�c��. The prepared substrate
�Co /Al2Ox /SiO2� was placed inside of a quartz tube and the CVD
chamber was evacuated to 15 mTorr. Then the temperature was
increased to 850°C while being exposed to an argon-hydrogen
mixture gas �5% hydrogen balanced Ar� with 100 SCCM �SCCM
denotes cubic centimeter per minute at STP� flow rate. In a de-
sired reaction temperature �850°C�, controlled high purity anhy-
drous ethanol �99.95%� was supplied as a carbon source for the
high density nucleation and growth of CNTs resulting in vertically
aligned CNT arrays �Fig. 1�d��. For the characterization of the
CNT structure and morphology, transmission electron microscope
�TEM�, Raman spectroscopy, and scanning electron microscopy
�SEM� were used. Especially, to investigate the large-scale diam-
eter distribution of synthesized vertically aligned SWNTs, a Ra-
man radial breathing mode �RBM� mapping process was em-
ployed with an excitation wavelength at 785 nm. Raman RBM
maps were recorded using a Raman microscope �LabRAM HR
800, HORIBA Jobin Yvon� and a mechanical-optical mapping
stage.

3 Results and Discussion
Figure 2�a� shows a cross-sectional optical image of CNT film

grown using an ethanol CVD process. During the CVD reaction,
controlled amounts of oxygen in ethanol molecules �C2H5OH�
work as a weak oxidizer that would selectively remove amor-

1Corresponding author.
Manuscript received June 15, 2009; final manuscript received January 13, 2010;

published online November 15, 2010. Assoc. Editor Wilson K. S. Chiu.
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phous carbon around catalyst nanoparticles but would not damage
CNTs, thereby enhancing the activity and lifetime of catalyst
nanoparticles �14,15�. In our result, it is clearly seen that CNTs are
vertically aligned due to the high density nucleation and growth in
a highly effective ethanol CVD process. The height of vertically
aligned CNT film is about 2.3 mm with the 90 min growth time.
Under the same CVD parameters such as catalyst system, growth
temperature, pressure, and the amount of carbon source, the height
of aligned CNTs could be tailored in the range 20–2500 �m by
controlling the growth time. Figures 2�b� and 2�c� show the rep-
resentative SEM images of highly dense and vertically aligned
SWNTs and microsized line blocks of them. Assembling CNTs
into macro-/microscale architectures having vertical orientation

and diverse configurations can be performed by combining con-
ventional microfabrication techniques and the CVD process de-
scribed above. For this, first, the photoresist film was spin coated
and patterned on the silicon substrate using an optical lithography
process. After that, the Co catalyst film �5–10 Å� was deposited
and followed by photoresist lift-off process resulting in patterned
catalyst film on the substrate. Then, an ethanol CVD process was
conducted to create a vertically aligned and highly organized CNT
architecture. Figure 2�d� is a high magnification SEM image indi-
cating the aligned nature of SWNT film.

For the selective synthesis of vertically aligned SWNTs and
DWNTs, different thicknesses and deposition rates of a Co cata-
lyst film were used. For example, in order to grow SWNTs, the
deposition rate of a Co catalyst film was 1 Å/s for 3 s. For the
growth of DWNTs, the Co catalyst film was deposited with 3 Å/s
deposition rate for 3 s. When a thicker Co catalyst film �1 nm� was
deposited and used, relatively larger Co catalyst nanoparticles
�4–7 nm� were formed during CVD reaction resulting in the
growth of DWNTs. However, thinner Co catalyst films �0.3–0.5
nm� are directly formed into smaller catalyst nanoparticles �1–4
nm� during high temperature CVD process that can effectively
prompt the growth of SWNTs on the substrate �13�. HRTEM im-
ages �Figs. 2�e� and 2�f�� show selective growth of SWNTs and
DWNTs, respectively, using our controlled catalyst nanoparticle
systems. From the HRTEM characterization, we also confirmed
that multiwalled carbon nanotubes �MWNTs� were rarely formed
in our CNT growth process.

To control the diameter of vertically aligned SWNTs, we have
controlled the flow rate of ethanol �carbon source for the growth
of SWNTs� while maintaining all other CVD parameters such as
the size distribution of catalyst nanoparticles, temperature, pres-
sure, and CVD process time and constant. Figure 3�a� shows the
typical G and D band Raman spectra from SWNTs grown with 50
SCCM and 200 SCCM ethanol flow rate, respectively. G band is
in a spectral range of 1550–1600 cm−1 identified with the tan-
gential stretch of graphene structure. The disorder induced D band
mode is at 1300 cm−1. Using the peak intensity of D �ID� and G
�IG� bands, we can determine the degree of disorder in CNT. The
ID / IG ratio of vertically aligned SWNTs synthesized with 50
SCCM and 200 SCCM flow rates are 0.14 and 0.15, respectively.
It shows that our synthesized SWNTs have very small amounts of
defects, indicating that our ethanol CVD process is very effective
in growing high quality SWNTs. In order to investigate the large
area diameter distribution of vertically aligned SWNTs, we have
used the Raman mapping process and imaging of the RBM region
�the spectral range of 100–450 cm−1� with its high spatial reso-
lution. Raman maps were recorded with a mapping stage and a
785 nm excitation laser. The Raman mapping area was 10
�10 �m2 with 0.4 �m laser steps. The beam exposure time was
4 s/spectrum, and the number of accumulation is 12 for one Ra-
man spectrum. The diameter of the confocal hole was set to
200 �m, a 600 grooves/mm grating was used, and the objective
lens is 100�. The maps were recorded in standard point mapping
mode with a 0.4 �m step, resulting in 625 spectra �=25�25
spectra� and the data normalized to unit area. Figure 3�b� shows a
representative RBM spectrum of high density and vertically
aligned SWNTs after the mapping process on 10�10 �m2. The
RBM modes correspond to the atomic vibration of carbon atoms
in the radial direction that allows us to calculate the diameter of
SWNTs using the following equation: �RBM=A /dt+B �16�, where
A and B are the proportional constants determined experimentally.
For the typical SWNT bundles, A is 234 cm−1 nm and B is
10 cm−1, where B is a blue-shift coming from a nanotube-
nanotube interaction �16�. Three major RBM peak positions �three
highest intensities in RBM� of Raman RBM map recorded from
SWNTs grown with 50 SCCM flow rate of ethanol are 211 cm−1,
230 cm−1, and 303 cm−1 �Fig. 3�b��. A multivariate analysis al-
gorithm was applied in an unsupervised mode to extract signifi-
cant different spectra and to calculate cores of individual spectra.

Fig. 1 Schematics of ethanol CVD systems and experimental
procedures for the growth of vertically aligned SWNT

Fig. 2 „a… A cross-sectional optical image of highly dense and
vertically aligned SWNTs grown with ethanol vapor as a carbon
source, „b… low magnification SEM image of vertically aligned
SWNTs, „c… low magnification SEM image of vertically aligned
SWNT microblocks, „d… high magnification SEM image showing
aligned nature of SWNTs grown in a thermal ethanol CVD pro-
cess, high-resolution TEM images showing selectively synthe-
sized „e… SWNTs and„f… DWNTs
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These three RBM frequencies correspond to the diameters of
SWNTs in 1.16 nm, 1.06 nm, and 0.79 nm, respectively. The
corresponding hyperspectral RBM image �Fig. 3�c�� gives a spa-
tial distribution of vertically aligned SWNTs with three different
colors �red, green, and blue�. The statistical treatment of RBM
images can quantify the diameter of SWNTs. In the Raman hy-
perspectral image, the brightness of each color represents the in-
tensity of the RBM spectrum and the intensity of the RBM peak is
closely correlated with the density of SWNTs. Each color repre-
sents a group of vertically aligned SWNTs of the same diameter
distribution. The blue area in the hyperspectral RBM image �Fig.
3�c�� represents a 303 cm−1 peak in RBM and the green area
corresponds to a 230 cm−1 peak. Therefore, all of the SWNTs in
the blue and green areas have 0.79 nm and 1.06 nm in a diameter,
respectively. Figure 3�c� also clearly shows that the diameter dis-
tribution of SWNTs is very uniform with blue color. The blue
�0.79 nm� and green �1.06 nm� areas occupy over 98% on the
surface. In the case of SWNTs grown with 200 SCCM ethanol
flow rate, however, the hyperspectral RBM image shows many
components of color �Fig. 3�d��. They have four major RBM
peaks and the peak positions are 174.3 cm−1, 191.1 cm−1,
208.7 cm−1, and 224.7 cm−1. The corresponding diameters of
SWNTs are 1.42 nm �174.3 cm−1�, 1.30 nm �191.1 cm−1�, 1.17
nm �208.7 cm−1�, and 1.10 nm �224.7 cm−1�. In Fig. 3�d�, the

blue, green, red, and yellow colored regions represent 1.10 nm,
1.17 nm, 1.30 nm, and 1.42 nm diameters of SWNTs, respectively.
Also, all these four major SWNT diameters are distributed in a
similar portion in the substrate, as shown Fig. 3�d�. This means
that SWNTs grown with 200 SCCM ethanol flow rate have a
larger SWNT diameter distribution on the surface than SWNTs
synthesized with the 50 SCCM flow rate of ethanol. We have also
determined major diameter distributions of vertically aligned
SWNTs grown with two different flow rates of ethanol �50 SCCM
and 200 SCCM� using peak fitting and integrated band width from
each representative RBM spectrum extracted from the RBM map-
ping process. As shown in Fig. 4, 98% of vertically aligned
SWNTs synthesized with a 50 SCCM flow rate of ethanol have
diameters in the range 0.79–1.06 nm. However, for SWNTs grown
with a 200 SCCM ethanol flow rate, all four different diameters
are distributed in similar ratio on the surface.

To scrutinize our experimental observation of the correlation
between the SWNT diameter and flow rate of carbon source, we
have performed the first-principles density functional theory
�17–19� to calculate the diffusion barrier of carbon atoms on the
surface of Co catalyst nanoparticles and Al surface, and kinetic
Monte Carlo simulations to study the kinetics of carbon nanotube
formation on Co catalyst nanoparticles. From our previous work
�13�, the calculated diffusion barrier of a carbon atom on the Co
�001� surface is �0.15 eV along the minimum barrier path, which
connects the face center of a Co triangle, which is the equilibrium
position, and the middle of a Co–Co bonding, whereas it is
�1.5 eV through the top of a Co atom �13�. Most carbon atoms
will diffuse along the minimum barrier directions. In the case of
an Al surface, the diffusion barrier is around 0.1–0.4 eV, but near
the boundary of the Co catalyst nanoparticle, the bonding energy
of a carbon atom is much higher than those on the Al surface and
Co surface. Both the binding energy and the repelling barrier be-
come trap energy of carbon atom to overcome in order to diffuse
onto Co catalyst nanoparticles �13�.

The differences of carbon source flow rates provide different
carbon fluxes on the substrate. Carbon source molecules are dis-
sociated into atoms and smaller molecules at around 850°C �op-
timum SWNT growth temperature�. We assumed only carbon at-
oms that diffuse on the Al surface to study SWNT nucleation on
Co catalyst nanoparticles. While diffusing the carbon source at
850°C, they encounter each other to form carbon aggregations,
which also diffuse, but more slowly than a single carbon atom or
smaller carbon aggregations. Carbon atoms or carbon aggrega-
tions diffuse further until they meet Co catalyst nanoparticles.
Since their diffusion on the Al surface is faster than their escaping
ratio on the Co perimeter, they are accumulated at the perimeter of
Co catalyst nanoparticles. The density of the accumulated carbon
at the boundary of Co catalyst nanoparticles is determined by the

Fig. 3 „a… D, G band spectra of vertically aligned SWNTs
grown with 50 SCCM „red… and 200 SCCM „blue… flow rates of
ethanol; „b… representative RBM spectra of vertically aligned
SWNTs synthesized with 50 SCCM and 200 SCCM ethanol flow
rates extracted from RBM mapping process, Raman RBM hy-
perspectral images from SWNTs grown with „c… 50 SCCM and
„d… 200 SCCM; „c… the spatial diameter distribution of VA-
SWNTs grown with 50 SCCM flow rate of ethanol is very uni-
form „blue color occupied 93% of the entire SWNT film…; „d… the
RBM image showing wide diameter distribution of vertically
aligned SWNTs grown with 200 SCCM

Fig. 4 The charts of the major diameter distribution of VA-
SWNTs grown with two different flow rates of ethanol „50 SCCM
and 200 SCCM…. The major SWNTs diameters grown with 50
SCCM ethanol flow rate are 0.79 nm „93%… and 1.06 nm „5%…. In
the case of 200 SCCM flow rate of ethanol, the four major
SWNTs diameters „1.10 nm, 1.17 nm, 1.30 nm, and 1.42 nm… are
distributed in similar ratio on the surface.
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carbon flux or the flow rate. Then, aggregations of some carbon
atoms at the perimeter enter onto the surface of Co catalyst nano-
particles, while some stay at the perimeter or diffuse out to the Al
surface �13�. Figures 5�a� and 5�b� shows schematics of the dif-
ferent densities of carbon sources at the Co catalyst nanoparticle
boundaries, which will make single walled carbon nanotube
nucleation with different sizes �different diameters�. A different
density at the perimeter corresponds to different flow rates of
carbon source. As shown Fig. 5�a�, an ethanol flow rate of 50
SCCM makes smaller diameter single walled carbon nanotubes,
while 200 SCCM makes larger nanotubes, as shown in Fig. 5�b�.
Figure 5�c� shows that when flow rate is too low, collected carbon
source at the perimeter of the Co catalyst nanoparticle is not suf-
ficient to form a nucleation site for a carbon nanotube to grow
�13�. On the other hand, if the carbon source flow rate is over-
flowed, the surface of catalyst nanoparticles is covered with amor-
phous carbon and they are deactivated �Fig. 5�d��.

This paper shows an approach to diameter-selective growth of
carbon nanotubes. However, to harness the full potential of CNTs,
we also need to control chirality. This remains as a major chal-
lenge in facing carbon nanotube synthesis. There is a need for full
understanding that will have to include multiscale modeling
coupled with experiments to develop a better understanding of the
atomic-scale physical and chemical reactions during the nanotube
growth process and how to control it. This will only happen if the
growth process is completely under control including the thermal
and concentration gradients locally at the nanotube scale and glo-
bally within the CVD chamber.

4 Conclusion
In conclusion, we have demonstrated the selective growth of

vertically aligned SWNTs and DWNTs by controlling the size of
catalyst nanoparticles in a highly effective ethanol thermal CVD
process. We have also investigated the effect of ethanol flow rate
during CVD for the diameter controlled growth of vertically
aligned SWNTs by using the Raman RBM mapping process, pro-
viding a large-scale spatial diameter distribution of SWNTs.
SWNTs synthesized with a lower ethanol flow have a uniform
diameter distribution and a smaller diameter compared with that
used higher ethanol flow rate. We have also presented a theoretical
SWNT growth model under different flow rates of carbon source.
From our experimental and theoretical results, it is assumed that a

lower flow rate of carbon source makes a smaller nucleation site
for a SWNT resulting in a smaller diameter formation. On the
other hand, a higher flow rate of carbon source forms a larger
nucleation site forming a SWNT with the larger diameter.
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Fig. 5 Schematics of our simple model for SWNT growth with
different flow rates: „a… and „b… shows different flow rates of
carbon sources at the Co nanoparticle perimeters, which will
make nucleation of carbon nanotubes with different sizes; „a…
corresponds to the flow rate of 50 SCCM, which makes smaller
diameter nanotubes, while „b… corresponds to 200 SCCM mak-
ing larger diameter nanotubes. „c… If the flow rate is too low,
then collected carbon source at the perimeter of the Co particle
is not enough to form a nucleation, so no carbon nanotube
would grow. „d… In the case of overflow rate, the collected car-
bon source at the perimeter of the Co nanoparticles covers the
surface of Co nanoparticles and the catalyst nanoparticles are
deactivated for the growth of SWNTs †13‡.
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Modeling of Ceramic Particle
Heating and Melting in a
Microwave Plasma
A comprehensive model based on finite volume method was developed to analyze the
heat-up and the melting of ceramic particles injected into a microwave excited laminar
air plasma flow field. Plasma flow field was simulated as a hot gas flow generated by
volumetric heat addition in the microwave coupling region, resulting in a temperature of
6000 K. Alumina and zirconia particles of different diameters were injected into the
axisymmetric laminar plasma flow at different injection velocities and locations. Addi-
tionally, noncontinuum effects, variation of transport properties of plasma surrounding
the spherical particles and absorption of microwave radiation in the ceramic particles
were considered in the model. Model predictions suggest that zirconia and alumina
particles with diameters less than 50 �m can be effectively melted in a microwave
plasma and can produce more uniform melt states. Microwave plasma environment with
the ability to inject particles into the plasma core provide the opportunity to create more
uniform melt states as compared with dc arc plasmas that are influenced by characteristic
arc root fluctuations and turbulent dispersions. �DOI: 10.1115/1.4002448�

Keywords: microwave plasma, ceramic particles, heat-up, melting

1 Introduction
Thermal spray is a well-known process in industry for its utility

in the application of functional coatings on hardware components.
For example, thermal barrier coatings are applied on gas turbine
blades for thermal protection from hot combustion gases. Anticor-
rosive, thermal shock, and wear resistant coatings are employed
for protection of many components. The utility of thermal spray
can also be found in electronics industry and biomedical applica-
tions, as well as in providing electrode materials for solid oxide
fuel cells. In a typical thermal spray process, powder material is
injected externally into a dc arc plasma jet. Depending on the
momentum ratio of the plasma and the particle stream, the par-
ticles are either partially or fully entrained into the plasma jet.
Entrained particles are heated and melted before they impact on a
substrate �1�. In the plasma, injected particles undergo intense
heating, some melting, and, possibly, surface vaporization. De-
pending on the heating conditions, they may or may not have a
solid core by the time they reach the deposition location. Also, if
the particle moves to lower temperature regions of the plasma, it
may start losing heat and the particle surface may resolidify.

Turbulent dispersions in a plasma jet lead to considerable
amounts of variations of the particle states �velocity, temperature,
and melt state�, resulting in an inhomogeneous coating micro-
structure. Furthermore, factors, such as electrode erosion and arc
root fluctuations, in a dc arc plasma result in enhancement of
particle dispersion. Experimental observations have revealed that
the periodic variations of mean particle temperature and velocity
can be up to 800 K and 200 m/s during one voltage cycle in a dc
arc plasma jet �2,3�.

A possible alternative to dc arc plasmas for material processing
is the use of microwave plasmas. Microwave plasmas have been
used for a wide variety of applications such as welding, cutting,
waste incineration, processing of ceramic fibers, incineration of
biological agents, and production of carbon nanotubes �4–6�.
However, the potential of microwave plasmas for making thick

coatings has not been fully explored as of yet. In order to facilitate
the determination of thermophysical processes of particulates in-
jected into microwave plasma, a modeling study was undertaken.
The modeling effort, as described in this article, utilizes a compu-
tational approach to predict trajectories and thermal histories of
ceramic particles of various sizes when injected at different loca-
tions with different initial velocities into microwave plasma.

Microwave plasmas have been successfully generated at atmo-
spheric pressure as described in literature �5,7,8�. Green et al. �7�
conducted electronic excitation temperature measurements in such
microwave plasmas by emission spectroscopy. They determined
that the peak temperature in these plasmas is around 6000 K with-
out much variation with respect to the type of gas used for the
plasma medium. Microwave plasma processing of ceramic oxides
has already been investigated in literature. Wylie et al. �5� gener-
ated the atmospheric microwave plasma and made alumina par-
ticles of various sizes from an alumina rod. Vollath and Sickafus
�9� studied the processing of ZrO2–Y2O3–Al2O3 composites in a
nonequilibrium microwave plasma, where the plasma was used as
a source of pyrolysis heat for synthesis of nanosized particles with
crystallite sizes less than 10 nm.

Modeling of particle heat-up and particle thermal histories re-
quires that plasma temperature and velocity fields are known. For
this purpose, plasma is simulated utilizing computational fluid dy-
namics �CFD�, assuming that plasma is formed by volumetric
absorption of microwave power. Similar types of volumetric heat-
ing approaches have been adopted in some modeling studies of dc
arc plasmas �10� in order to avoid the complications of magneto-
hydrodynamic approach. Clearly, the most comprehensive ap-
proach is to solve plasma flow field and particle variables in a
fully coupled manner. However, this is difficult at best, and typi-
cally plasma flow field is solved or determined separately from
computations and/or experimental measurements. Particles or
droplets are then injected into the a priori determined plasma flow
field. The basic underlying assumption in this approximation is
that the plasma flow field remains relatively unperturbed by the
injected particles, provided that the number density of particles or
droplets is not large.

Modeling of particulates embedded in thermal plasmas or com-
bustion flames have been carried out extensively for the last sev-
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eral decades, owing to the importance of the thermal and kinetic
states of the particles at the moment of impact for generating a
coating. A recent review of modeling efforts for both plasma and
high velocity oxy fuel �HVOF� thermal spray processes were re-
ported by Cetegen and Basu �11�. Majority of the work has been
done for the case of conventional dc arc plasmas. But to our
knowledge, no comprehensive analysis of particle behavior in mi-
crowave plasmas exists in literature. Modeling of plasma-particle
interactions including mass, momentum, and energy transfer have
been studied since the 1980s �12–25�. Injection of micron size
particles into a high temperature plasma jet requires assessment of
continuum hypothesis for the spherical particles moving through
spatially and temporally varying velocity and temperature fields.
In cases where the problem no longer remains within the con-
tinuum regime, appropriate slip velocity and temperature jump
boundary conditions can be applied. In such cases where the
length scales correspond to the near-continuum or slip flow re-
gime �15,17�, transport variables need to be modified by proper
correction factors. Additionally, there are appreciable variations of
transport properties across the boundary layer around spherical
particles that require a specific method of calculating the average
transport properties, such as plasma thermal conductivity and spe-
cific heat, and of including further correction factors for the mo-
mentum and energy transport. Extensive research has already been
done to address these issues �12,14,15,17�. In the following sec-
tions, the geometrical configuration and the modeling approach
used in this study are first described. This is followed by the
presentation and the discussion of the results from the modeling
effort.

2 Geometry and Operating Conditions
A schematic of the quartz tube assembly used in the experiment

is shown in Fig. 1. The plasma operates at a maximum power of 4
kW and uses a 2.45 GHz magnetron source. The flow carrying the
particles was 160 ml/s and the annular flow rate was varied from
350 ml/s to 470 ml/s. The length from the tip of the particle
injection tube to the end of the quartz tube was 0.24 m. The inner
radius R of the quartz tube containing the plasma was 0.0045 m.
The gap through which the annular flow emerges to mix with the
carrier gas flow for protecting the quartz tube from melting was
varied between 0.4 mm and 0.5 mm. Typically, in this type of
experimental setup, the plasma can be started by using a tungsten
hertz spark loop and once the plasma is formed, it is sustained by
electromagnetic �EM� waves from the 2.45 GHz magnetron
source. There is a provision of triple stub tuner, which ensures
almost complete absorption ��95%� of the microwave power by
the plasma by tuning the impedance of the microwave source with
that of the plasma. This setup is designed such that once a stand-

ing wave is built up, the peak electric field is located at the center
of the quartz tube �5,8�. Detailed operational procedures can be
obtained from literature �7,8�. In the experimental setup described
in literature, swirl flow was used for cooling the quartz wall.
However, this cooling scheme was not found to be suitable for
injecting particles as they are centrifuged outward to the walls and
deposited there. Thus, an annular cooling scheme was devised to
protect the quartz wall from melting and at the same time to
prevent the impact of the particles on the quartz wall.

3 Modeling Approach

3.1 Plasma Modeling. An axisymmetric model of the micro-
wave plasma region was implemented in FLUENT 6.3.26 software
by volumetric heat addition in the region of the waveguide, where
the microwave radiation is incident onto the incoming air stream.
The microwave radiation generated by a magnetron couples with
the air stream in a quartz tube, resulting in a plasma with a peak
temperature of around 6000 K. The formed plasma is surrounded
by a shield gas stream to protect the quartz wall from melting. The
annular gas flow for the shield stream between the central plasma
and the quartz wall was optimized in a series of CFD simulations
to mitigate the quartz wall melting. High temperature transport
properties of air plasma were incorporated into the CFD simula-
tions by using piecewise polynomial correlations developed from
the data available in the literature �26�.

The underlying assumption in the modeling of the microwave
plasma is that local thermodynamic equilibrium �LTE� is valid for
the plasma generated in the experimental setup described in the
preceding section. Ensuring the validity of LTE in a plasma is
always difficult. For arc plasmas, the validation of LTE is gener-
ally assumed to be valid for those generated at a pressure above
10 kPa �26�. However, even the microwave plasmas generated at
atmospheric pressure do not ensure the validity of LTE assump-
tion �5�. A threshold value of electron density of the plasma needs
to be estimated for determining the proximity of the plasma to
LTE. In the microwave plasma used here, the electron density of
the plasma was estimated to be above the threshold value, sug-
gesting that the LTE assumption is valid �7�.

3.2 Particle Modeling. The particle heat-up and melting are
modeled by a one-dimensional �radial� finite volume model within
each particle. Once the melting starts, the tracking of the solid-
liquid interface is performed to determine the instantaneous loca-
tion of the melt front. The internal convection within the melt
region is neglected in this model. The plasma flow field solution is
used to provide the local plasma variables as boundary conditions
for computing the particle heat-up.

3.2.1 Particle Motion and Trajectories. Generally, for analyz-
ing particle motion in a plasma, only the effect of drag force is
considered �13,15,20–22,24� since drag force is usually an order
of magnitude higher than thermophoretic or body forces �14�. Ad-
ditionally, Basset history term is also added in the momentum
equations if the pseudosteady or quasi-steady-state assumption is
not valid �14�. However, since the relaxation time of the hydro-
dynamic and thermal boundary layers surrounding the particle is
of the order of microseconds compared with the residence time of
the particles in the plasma being few milliseconds, pseudo steady-
state assumption is considered to be valid �12,16�.

The equations of motion of the particle then take the following
form:

dU

dt
=

3

4D
CD,eff��g

�p
��U� − U��U� − U� �1a�

dV

dt
=

3

4D
CD,eff��g

�p
��V� − V��V� − V� �1b�

where U and V are the particle velocities and U� and V� are the
plasma velocities in the axial �x� and radial �r� directions, D is the

Fig. 1 Schematic of the experimental setup of the microwave
plasma torch
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particle diameter, and �g and �p are the plasma and particle den-
sities. Several semi-empirical relations exist for the drag coeffi-
cient CD of a spherical particle moving through a steady, constant
property gas environment. In thermal plasmas, the effect of vis-
cous drag force is dominant and, in most cases, the flow around
the particle can be considered to be a low Reynolds number flow
Re= ��gD�U /�g��100. The well-accepted correlation for drag
coefficient is used as suggested in literature �14,27�.

CD =
24

Re
+

6

1 + �Re
+ 0.4 �2�

This expression is not valid for particles moving through rar-
efield medium of plasma as particles move through an environ-
ment of rapidly varying transport properties. This requires consid-
eration of correction factors for the noncontinuum and variable
property effects. For noncontinuum and variable properties, the
employed correction factors are given by �15,16�

fKn = 	1 + �2 − a

a
�� �

� + 1
� 4

Prw
Kn�
−1

�3�

Here, a stands for the thermal accommodation coefficient,
which is taken to be equal to 0.8 as recommended by Chen and
Pfender �17�. � stands for the specific heat ratio of the plasma at
the film temperature surrounding the particle. Prw is the Prandtl
number of the plasma corresponding to the surface temperature of
the particle. Kn� is the Knudsen number evaluated for the plasma
at particle surface temperature.

For the rarefied gas effect, Kn� is calculated from Refs. �17,20�
as

Kn� =
2Prw

�wvwD

k̄f

C̄p,f

�4a�

�� =
2Prw

�wvwD

k̄f

C̄p,f

�4b�

where �w and 	w are the density and the mean molecular speed in

the plasma at the surface temperature, respectively. k̄f and C̄p,f are
the average thermal conductivity and the specific heat of plasma.

The effective drag coefficient can then be written as

CD,eff = CDfKn
0.45fprop

−0.45 �5�

where

fprop =
�g�g

�w�w

�g and �w are the densities of plasma at free stream and particle
surface temperature, respectively. �g and �w are the viscosity of
plasma at free stream and particle surface temperatures.

When particles start melting, then surface vaporization can oc-
cur and drag coefficient needs to be modified due to the surface
blowing effect. In this case, the drag coefficient is modified as
�14�

CD,evap = CD,eff/�1 + B� �6�

where B stands for the mass transfer number.

3.2.2 Energy and Mass Transport Around the Particle. The
governing equation for energy transport for radial conduction in a
spherical particle is given by

�pCp

�T

�t
=

1

r2

�

�r
�r2kp

�T

�r
� + q� �7�

where Cp and kp are the particle specific heat and the thermal
conductivity, respectively. The particle specific heat and the ther-
mal conductivity are assumed to be constant for the materials
studied in this article as their variation with temperature is small.

For example, alumina specific heat value is around
1300 J / �kg K� for a temperature range of 600–2000 K and alu-
mina thermal conductivity is around 6 W /m K for a temperature
range of 1000–2000 K �28�. For zirconia, the specific heat can
typically vary from 450 J / �kg K� to 600 J / �kg K� from 300 K to
2000 K �29� and the thermal conductivity can vary from
2 W / �m K� to 4 W / �m K� for a temperature range of 400–2400
K �28�.

The boundary conditions and the initial condition for the par-
ticle energy equation are

� �T

�r
�

r=0

= 0 �8a�


D2��kp

�T

�r
��

r=D/2
= Q̇conv − Q̇rad − Q̇vap �8b�

T�r,0� = Tcarrier gas = 300 K �8c�
The convective heat transfer coefficient is computed using the

modified Ranz and Marshall correlation as

Nu = �2 + 0.6Re1/2Pr1/3�fKnfprop
0.6 fv�Cp�

Cpw
�0.38

�9�

where Cpw and Cp� are the specific heats of plasma at the surface
and ambient temperatures.

Here fv stands for the correction factor, taking into account the
surface evaporation effect �20�

fv =
ṁvC̄p,f/
Dk̄f

exp�ṁvC̄p,f/
Dk̄f� − 1
�10�

At the particle surface, the total heat flux penetrating the par-
ticle surface is the resultant effect of the convective flux from the
plasma and the radiation loss from the particle surface. Once the
particle starts melting, there can be vaporization from the particle
surface and it has been unraveled in literature that even though the
mass rate of vaporization can be very small when multiplied with
latent heat of vaporization, the effect of surface evaporation in the
heat transfer from the plasma to the particle can be important �20�.
Convective, radiative, and evaporative energy fluxes are obtained
from the following relations:

Q̇conv = 
D2h�T� − Tw� �11a�

Q̇rad = 
D2��Tw
4 �11b�

Q̇vap = ṁvLv �11c�
Finally, when the surface temperature of the molten droplet

reaches the boiling point, then the entire convective heat flux is
expended in vaporization.

ṁv = mass vaporization rate = ��̄Dv� f
D ln�1 + B�Sh �12�

where Sh is the Sherwood number and Dv is the mass diffusivity
of ceramic oxide vapor. B is the mass transfer number

B =
Yvw − Yv�

1 − Yvw
�13�

where Yvw is the mass fraction of ceramic oxide vapor at the
particle surface and Yv� is the mass fraction of ceramic oxide
vapor at infinity with respect to the particle surface with

Yvw =
Mp

Mp + M�p/pv − 1�
�14�

where Mp is the molecular weight of the ceramic oxide vapor and
M is the molecular weight of the mixture excluding the vapor. p is
the total pressure surrounding the particle and pv is the vapor
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pressure, which is a function of the surface temperature.
Usually, the effects of noncontinuum have been ignored for

mass transfer. However, a recently published study has taken this
effect into account �21�. For mass transfer expressions at steady
state being analogous to heat transfer at steady state, we can con-
sider �20,21�

Sh = �2 + 0.6Re0.5Sc0.33�fKn �15�

where the Schmidt number is defined as

Sc =
� f

��̄Dv� f

�16�

In calculating the average plasma thermal conductivity and spe-
cific heat, variation of these properties with temperature are con-
sidered and they are integrated across the thermal boundary layer
thickness and the average properties are determined across the
temperature difference between the surface and the surrounding
plasma �12,25� as

k̄f =
1

T� − Tw
�

Tw

T�

k�T�dT �17�

C̄p,f =
1

T� − Tw
�

Tw

T�

Cp�T�dT �18�

When melting occurs, the interface tracking is based on the
interface energy balance to calculate the surface regression rate
from

kp,s� �T

�r
�

rm
−

− kp,l� �T

�r
�

rm
+

= �pLm

�rm

�t
�19�

Similarly, the solid-liquid interface can be tracked when surface
resolidification occurs.

For modeling the melting front within a particle, two ap-
proaches have been usually adopted in literature: �i� use of adap-
tive grid to track the melting front, i.e., solving three equations;
one each for the solid, the interface, and the molten part or �ii� use
of a fixed grid approach and casting all the three equations into
one combined form. For the fixed grid approach, the enthalpy
method is quite common but here in our modeling study, we have
adopted a temperature transformation model, where all the three
equations are expressed in terms of temperature in one single
equation. The advantage of this approach is that it can be used for
convection, as well as conduction controlled melting and the nu-
merical oscillations that can occur in the enthalpy method can be
avoided �30�. The final form of the energy equation is given as

�p

��CpT�
�t

=
1

r2

�

�r
�r2kp

�T

�r
� + q� − �p

�b

�t
�20a�

b = 
Cp,s�T T � Tm − �T

�Cp,s + Cp,l

2
��T +

Lm

2
Tm − �T � T � Tm + �T

Cp,s�T + Lm T � Tm + �T
�

�20b�

Cp�T� = 
Cp,s T � Tm − �T

�Cp,s + Cp,l

2
� +

Lm

2�T
Tm − �T � T � Tm + �T

Cp,l T � Tm + �T
�
�20c�

In microwave plasmas, there is a possibility of the direct cou-
pling of microwave radiation with particles in addition to the sur-
face heating experienced by the particles in the hot plasma envi-
ronment. Comprehensive work has been conducted to describe the

heating of ceramics by microwave radiation �31–38�. Absorption
of microwave radiation has been studied extensively in biomedi-
cal applications and for food and materials processing. Sintering
of ceramics doped with high dielectric loss materials in a micro-
wave cavity has also been studied in literature �31–34�. A gener-
alized expression for the power absorbed by a material per unit
volume has been derived in literature �35� and is well accepted for
analyzing the heat dissipated in the material for various applica-
tions �34,36–41�

q� = ��Ei�2 = 2
f�o�r tan �Ei�2 = 2
f�o���Ei�2 �21�

where � stands for the electrical conductivity of the material, �o is
the permittivity in free space �=8.86 pF /m�, f is the frequency of
the EM wave, �r is the relative dielectric constant, �� is the di-
electric loss factor, and tan  is the loss tangent defined as the
ratio �� /�r. Ei is the rms internal electric field developed within
the material in response to the external electric field.

At room temperature, the electrical conductivity of ceramic ma-
terials is extremely low but after a critical temperature, the elec-
trical conductivity increases abruptly and a characteristic phenom-
enon known as “thermal runaway” occurs. Ceramic material
suddenly starts coupling with the microwave radiation after sur-
passing the critical temperature. Thermal runaway has been stud-
ied in literature �38� and the abrupt rise in coupling of ceramic
materials with microwave radiation has been investigated. The
highly convective heating in a plasma environment is sufficient to
raise the temperature of the particle to values near the critical
temperature within milliseconds. Thus, there is a possibility that
these particles will couple with microwave radiation within the
microwave active zone. If the particle’s electrical conductivity
surpasses the threshold value, then strong microwave coupling
can occur. Variations of electrical conductivity of zirconia and
alumina with temperature were obtained from different sources
�28,42�. The most challenging part is, however, the estimation of
internal electric field. For given frequency and power of micro-
wave, i.e., for a given external electric field, the magnitude of the
internal electric field is not only a function of material property
but it also depends on the size, geometry, and orientation of the
object with respect to the external electric field �35,40�. For a very
small sphere, the orientation with respect to the external electric
field does not matter, as the spherical particle being small with
respect to the wavelength of microwave radiation, the particle will
experience uniform electric field. For a spherical particle, the ex-
ternal electric field is attenuated in its interior by a factor of
3 / ��r+2� �40�. The value of the relative material dielectric con-
stant not only depends on temperature but also on frequency. The
values of the real part of the dielectric constants at 2.45 GHz were
obtained from literature �36�. The external electric field for this
application was evaluated using the expression proposed by Pozar
�43� for microwave radiation through a rectangular waveguide as

Pmax = 2.6 � 1013�Eo

f
�2

�22�

where Pmax denotes the maximum power of the microwave
source, f is the microwave frequency, and Eo is the external elec-
tric field. Equations �21� and �22� were used to compute the par-
ticle internal heat addition during microwave coupling.

4 Results and Discussion

4.1 Plasma Flow Field. Plasma velocity and temperature dis-
tributions were obtained from computational fluid dynamics simu-
lations using the software package FLUENT 6.3.26. Volumetric heat
source was incorporated in the microwave coupling region such
that the peak temperature in the plasma reaches 6000 K and the
wall temperature does not exceed the melting point of quartz. The
plasma temperature in the coupling region is maximum at the
center at 6000 K and decays in the radial direction to temperatures
below the melting point of quartz. It was found that for an oper-
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ating condition of 4 kW power of the microwave source, 470 ml/s
of annular cooling flow rate was required for the main operating
flow rate of the plasma of 160 ml/s. These flow rates were also
employed in the experiments without an incidence of quartz
plasma chamber wall melting, thus giving some confidence to the
modeling results. In these simulations, a recirculation zone was
found to exist just above the waveguide zone, where the particle
carrier gas flow in the center and the cooling wall jet flow emerg-
ing through the annular slot interacted. The evolution of down-
stream axial temperatures and velocities are displayed in Fig. 2.
The velocity peak at x /L=0.22 is due to the injected cooling air
along the quartz tube wall. With increasing distance, the velocity
in the tube increases due to the dilatation caused by the heat
release from the formation of microwave plasma at around x /L
=0.50. Beyond the microwave coupling region at the exit of the
tube, centerline velocity is around 90 m/s. The evolution of cen-
terline temperature and wall temperature of the quartz tube is
shown in Fig. 3. The plasma gas temperature reaches 6000 K in
the coupling zone to match the peak temperature in the plasma �7�
and then decreases with increasing axial distance downstream.
The quartz wall temperature also increases to a very high value
near 1900 K in the hot zone but gradually cools down as the hot
plasma is shielded by the cooling jet along the inner walls.

4.2 Particle Heating. The model described earlier was used
to determine the thermal history of zirconia and alumina particles
of different sizes injected into microwave plasma. The physical
properties of the injected particles are tabulated in Table 1.

4.2.1 Model Validation and Grid Independence. The time im-
plicit finite volume model was first validated with the results of
Bourdin et al. �12�. Bourdin et al. �12� analyzed the temperature
rise of a stationary 100 �m alumina particle in a nitrogen plasma
environment at 10,000 K. The model predictions from this study
were compared with those results and it was found that the pre-
dicted time for the surface temperature of the 100 �m alumina
particle to reach the melting point was similar to that predicted by
Bourdin et al. �12�. The time evolution of the surface and center
temperatures of the particle are shown in Fig. 4 and it was ob-
served that there was around 10% difference for the surface tem-
perature with the data of Bourdin et al. �12� in the initial stage but
better agreement was obtained at later times. The center tempera-
ture prediction was also in good agreement with the published
result �12�.

Grid independence study was carried out for a 30 �m zirconia
particle for three different radial computational grids of 50, 100,
and 150 shells. It was found that at the instant when the surface
temperature reaches melting point, the temperature profiles for
100 and 150 shells overlapped and the predictions for 50 shells
exhibited a slight discrepancy in the inner part of the particle.
Based on these results, 100 computational shells were used with
1 �s time step interval in the subsequent simulations.

4.2.2 Effect of Knudsen Number and Variable Property Cor-
rection Factors. The general notion about noncontinuum effects in
a plasma environment is that for particle sizes smaller than
10 �m, noncontinuum effects are important. Noncontinuum ef-
fect has been investigated for 10 �m and 30 �m zirconia par-
ticles injected along the centerline from the particle injection tube
with an initial velocity of 45 m/s. Figure 5 shows the particle
internal temperature distributions when the surface temperature
reaches the melting point. Without considering the noncontinuum
effect, the particles reach the melting point at about 0.04 ms
sooner compared with the case where the noncontinuum effects

Fig. 2 Evolution of temperature and axial velocity distribu-
tions at three axial locations

Fig. 3 Variations of plasma temperature along the centerline
and the temperature of the outer surface of the quartz wall
along the axial direction

Table 1 Physical properties of injected materials

Physical properties ZrO2 Al2O3

Density �kg /m3� 5780 4000
Solid phase specific heat �J /kg K� 604 1383
Liquid phase specific heat �J /kg K� 714 1200
Solid phase thermal conductivity �W /m K� 2 6.3
Liquid phase thermal conductivity �W /m K� 3 6.3
Melting point �K� 2983 2323
Boiling point �K� 4600 4000
Latent heat of fusion �kJ /kg K� 812.4 1089.5
Latent heat of evaporation �kJ /kg� 6000 24,670

Fig. 4 Model validation with Bourdin et al. †12‡ for a stationary
100 �m alumina particle in a nitrogen plasma bath at 10,000 K
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have been taken into account. This is due to the slip boundary
conditions as the momentum and the heat transfer are slower in
the slip regime. For the 10 �m particle diameter case, a maxi-
mum difference of around 5 K was found at the center of the
particle while a difference of around 100 K was observed at the
center of the 30 �m particle. Although noncontinuum effect
should have been more dominant for the 10 �m particle, this
effect was masked by the fact that the plasma temperature was
3520 K when the 10 �m particle surface reaches the melting
point, whereas the corresponding temperature is 5760 K for the
30 �m diameter particle due to the different transit times of dif-
ferent size particles.

The effect of variable property correction factors was also in-
vestigated for a 30 �m zirconia particle injected along the cen-
terline and it was observed that there was not much difference in
the temperature profiles, as well as the final axial locations and
time instants. Thus, variable property correction factors are not as
important as the Knudsen number correction factors as far as the
heat-up of particles are concerned.

4.2.3 Effect of Thermal Radiation. Thermal radiation loss
from the particle surface to its surroundings was also evaluated.
Thermal radiation from the plasma to the particle has not been
considered since the plasma is optically thin due to the Stark
effect, provided that the particle loading rate is not large. It has
been found in literature that the flux due to the radiative losses can
be as small as 1% of the convective heat flux �20�. Comparison of
convective and radiative heat fluxes have been made for 30 �m
and 50 �m particles injected along the centerline with an initial
velocity of 45 m/s from the particle injection tube. The results are
shown in Fig. 6 for the 30 �m zirconia particle. It was observed
in all the cases that convective flux was an order of magnitude
higher than the radiative heat loss. It has been pointed out in
literature that radiation loss becomes important for large particles
and for the cases where the surface temperature exceeds 2000 K
and plasma temperature falls below 4000 K �16,19�. The melting
point of zirconia being higher than that of alumina �Tmelt,ZrO2
=2983 K and Tmelt,Al2O3

=2323 K� radiation loss can be more
important for zirconia particles before reaching the melting point.
On the other hand, the radiation loss for 50 �m particles is some-
what higher than in the case of 30 �m particles.

4.2.4 Effect of Initial Particle Injection Velocity. The initial
velocity with which the particles are injected into the plasma de-
termines the residence time and, consequently, the extent of par-
ticle heat-up in the plasma zone. To evaluate the effect of initial
velocity in the heating of particles, 30 �m zirconia and alumina

particles were injected along the centerline with initial velocities
of 30 m/s, 40 m/s, and 45 m/s from the particle injection tube. The
results showing the outcome of different initial velocities in par-
ticle heat-up are shown in Fig. 7 for zirconia and alumina par-
ticles. For both zirconia and alumina particles, lower initial veloc-
ity resulted in longer times to reach the melting point and more
internal heat-up of the particles because longer residence time
allows deeper penetration of heat into the particle. Higher initial
velocities resulted in shorter times to reach the high temperature
region. Although the heat transfer coefficient is not altered much
due to the particles heating in the conduction regime, the particle
surface temperature reaches the melting point faster with increas-
ing velocity. Internal particle temperature gradient is also higher
for the shorter particle residence time as expected.

Fig. 5 Effect of noncontinuum on heat-up of 10 �m and
30 �m zirconia particles up to melting point injected with a
velocity of 45 m/s along the centerline

Fig. 6 Comparison of convective and radiative fluxes experi-
enced by a 30 �m zirconia particle up to melting point injected
along the centerline with an initial velocity of 45 m/s

Fig. 7 Temperature profiles of 30 �m „a… zirconia and „b… alu-
mina particles injected along the centerline with different initial
velocities from the particle injection tube at the instant when
surface temperature reaches melting point
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4.2.5 Effect of Particle Injection Locations. Since most of the
analysis done so far was for the particles injected along the cen-
terline, the heat-up of particles injected at locations away from the
centerline of the plasma is worth examining. On emergence from
the particle injection tube, the particles traverse through the inner
quartz tube before getting entrained into the plasma formed at the
microwave coupling region. For 30 �m particles of zirconia and
alumina injected with an initial velocity of 45 m/s from the par-
ticle injection tube, the particles emerge from the inner quartz tube
with an axial velocity of around 35 m/s. Thus, alumina and zirco-
nia particles of diameter 30 �m were injected along the center-
line 1 mm and 2.5 mm away from the centerline with an axial
velocity of 35 m/s while emerging from the inner quartz tube. The
time evolution of surface temperature of 30 �m particles for dif-
ferent injection locations at the instant when the surface tempera-
ture reaches melting point are shown in Fig. 8. It was observed
that for zirconia and alumina particles, the surface temperature of
the particle injected away from the centerline reached the melting
point �Tmelt,ZrO2

=2983 K and Tmelt,Al2O3
=2323 K� at later time

instants and, consequently, farther axial downstream locations
compared with the case when the particle was emerging from the
inner quartz tube along the centerline. This is due to the nature of
the radial temperature profile of the plasma as the particles that
are injected off-centerline experience lower local plasma tempera-
tures as compared with the particles injected along the centerline.
It was observed in the results that the particle injected along the
centerline and the particle injected 1 mm away from the centerline
reach the melting point almost at the same axial location at
slightly different time instants. But the particle injected 2.5 mm
away from the centerline reaches the melting point at a farther
downstream location after traversing about 45% of the total length
of the quartz tube.

4.2.6 Effect of Microwave Radiation. The particles, after
emerging from inner quartz and travel a certain distance down-
stream, pass through the microwave coupling zone and interact
with the EM field until they cross the coupling zone. It was ob-
served that microwave radiation did not have any effect in particle
heating. The reason for the weak coupling can be attributed to the
small size and spherical shape of the particles. The external elec-
tric field can be assumed to be uniform in magnitude with respect
to the particle, owing to the formation of the standing wave. Since
the external electric field is greatly reduced in the interior of the
particle, even though the electrical conductivity of the particle can
be very high near its melting point, for example, 1500 S/m for
zirconia and �400 S /m for alumina �44�, the magnitude of the
heat source, say for a 10 �m particle, is only of the order of
10−7 W or 10−6 W. In comparison, for the same 10 �m particle,
the convective heat flux is of the order of 10−3 W or 10−2 W.

4.2.7 Effect of Particle Size. To explore the particle size ef-
fects, 30 �m, 50 �m, and 60 �m zirconia and alumina particles
were injected along the centerline with same initial velocity of 45
m/s from the particle injection tube. The variations of particle
surface and center temperatures with the normalized axial distance
are shown in Fig. 9 for zirconia and alumina particles. It was
found that the 60 �m zirconia particle emerges from the quartz
tube without reaching the melting point while the 60 �m alumina
particle reaches the melting point after traversing almost 80% of
the total length. For both alumina and zirconia particles, 30 �m
and 50 �m diameter particles reached the melting point after tra-
versing 35% and 50% of the total length, respectively, and these
particles exhibited considerable degree of melting.

Fig. 8 Effect of injection locations in heat-up of 30 �m „a…
zirconia and „b… alumina particles with an initial velocity of 45
m/s from the particle injection tube

Fig. 9 Surface and center temperatures of the particles
injected along the centerline with an initial velocity of 45 m/s.
Time: „a… zirconia: 30 �m–1.96 ms, 50 �m–2.55 ms, and
60 �m–5 ms and „b… alumina: 30 �m–2.02 ms,
50 �m–2.7 ms, and 60 �m–3.7 ms.
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4.2.8 Melt Front Propagation. Zirconia and alumina particles
smaller than 50 �m diameters exhibited good possibility of melt-
ing since they reached melting point after covering about 50% of
the total length of the quartz tube. The melt front propagation of
50 �m particles injected along the centerline of the plasma is
shown in Fig. 10 at different time instants and corresponding axial
locations. It was found that the surface vaporization during the
melting of a 50 �m particle was small due to the very low vapor
pressure of ceramic oxides even at these high temperatures. Thus,
the results presented did not account for the surface vaporization
effect. For both zirconia and alumina particles, it was observed
that a 50 �m particle experiences significant amount of melting
in the plasma region and these results are in qualitative agreement
with some preliminary observations from experiments currently
underway.

5 Concluding Remarks
A comprehensive particle heating and melting model capable of

predicting the internal temperature profiles of the particles, as well
as the tracking of melt front was developed for microwave plasma
processing. The modeling of a single particle of zirconia and alu-
mina of different diameters was carried out for predicting the final
thermal and kinetic states considering the convective heat addition
from the plasma, the radiation loss from the particle surface, and
the coupling of ceramic materials with microwave radiation in the
microwave coupling region. A shield gas stream was utilized to
prevent the plasma chamber quartz wall from melting, as well as

to prevent the impact of molten particles on the quartz walls.
Based on the conversion efficiency of microwave energy to ther-
mal energy in the plasma, a volumetric heat source was incorpo-
rated in the computational fluid dynamics model using FLUENT

6.3.26 software and variations of the transport properties of the
plasma with temperature were considered to simulate the micro-
wave excited plasma environment. The observations and conclu-
sions that can be drawn from the work presented in this article are
as follows.

• The microwave excited plasma flow field was laminar and
steady in nature. The maximum temperature of the micro-
wave excited plasma flow field was around 6000 K while
that of a dc arc plasma is typically around 10,000 K. How-
ever, the arc root fluctuations and the turbulent dispersions
can cause large particle temperature differences in dc arc
plasmas. This translates to inhomogeneity in the final micro-
structure due to the accumulation of fully or partially molten
and unmelted or unpyrolized materials even for the properly
optimized operating conditions.

• In conventional dc arc plasmas, the powder feedstock is
typically fed transversely into the plasma jet emerging from
the gun nozzle and hence the entrainment of the particles
into the plasma is greatly dependent on the momentum ratio
while in the case of microwave plasma, the powder feed-
stock can be axially fed into the plasma core and the uncer-
tainty of proper entrainment can be diminished to a large
extent.

• The results presented in this article suggest that well-
controlled injection of particles into a microwave plasma
can achieve full melting of small particles ��50 �m�.

• The particles being spherical in shape and small in size, the
internal electric field developed within the particle is not
large enough to generate a considerable volumetric heat
source within the particle and as such, the microwave radia-
tion does not directly participate in particle heating and
melting in the presence of the high temperature plasma.

However, further modeling and extensive experimental work
still need to be performed to evaluate the prospect of microwave
plasmas for the purpose of depositing coatings.
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Nomenclature
a � thermal accommodation coefficient
B � mass transfer number

CD ,CD,eff ,CD,evap� drag coefficient of particle

C̄p,f � average specific heat of plasma, J / �kg K�
Cp � particle specific heat, J / �kg K�

Cp,w � specific heat of plasma at surface tempera-
ture, J / �kg K�

Cp,� � specific heat of plasma at freestream tem-
perature, J / �kg K�

D � diameter of the particle, m
Dv � mass diffusivity of ceramic vapor, m2 /s
Ei � rms internal electric field, V/m
Eo � external electric field, V/m
fKn � Knudsen number correction factor

fprop � variable property correction factor
fv � correction factor due to evaporation
f � frequency of microwave radiation, Hz

Fig. 10 Melt front movement of a 50 �m alumina injected
along the centerline with an initial velocity of 45 m/s: „a… zirco-
nia: a− t=2.55 ms, X=0.112 m, b− t=2.70 ms, X=0.119 m, c
− t=2.77 ms, X=0.123 m, d− t=2.85 ms, X=0.126 m, and e− t
=2.92 ms, X=0.130 m and „b… alumina: a− t=2.7 ms, X
=0.119 m, b− t=2.77 ms, X=0.124 m, c− t=2.81 ms, X
=0.125 m, d− t=2.84 ms, X=0.127 m, and e− t=2.88 ms, X
=0.129 m
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h � heat transfer coefficient, W /m2 K
Kn� � Knudsen number

k̄f � average plasma thermal conductivity,
W / �m K�

kp � particle thermal conductivity, W / �m K�
Lv � latent heat of vaporization, J/kg
Lm � latent heat of melting, J/kg
Mp � molecular weight of ceramic oxide vapor,

g/mol
M � molecular weight of mixture except ceramic

oxide vapor, g/mol
ṁv � mass rate of evaporation, kg/s
Nu � Nusselt number
Pr � Prandtl number of plasma

Prw � Prandtl number of plasma at surface tem-
perature of the particle

Pmax � maximum power of microwave source, kW
p � total pressure surrounding the particle, atm

pv � partial pressure of ceramic oxide vapor

Q̇conv � convective heat transfer rate, J/s

Q̇rad � radiative heat transfer rate, J/s

Q̇vap � heat transfer rate due to surface evapora-
tion, J/s

q� � volumetric heat source, W /m3

Re � particle Reynolds number
rm � position of solid-liquid interface, m

rm
− ,rm

+ � vicinity of melt interface, m
r � local radial coordinate in particle, m

Sc � Schmidt number
Sh � Sherwood number
T � particle temperature, K

T� � freestream plasma temperature, K
Tw � particle surface temperature, K
Tm � melting point, K

t � time, s
U ,V � particle axial and radial velocities, m/s

U� ,V� � plasma axial and radial velocities, m/s
vw � mean molecular speed of plasma at particle

surface temperature
Yvw � mass fraction of ceramic vapor at particle

surface
Yv� � mass fraction of ceramic vapor at infinity

with respect to particle surface

Greek Symbols
� � specific heat ratio of plasma, J / �kg K�
� � surface emissivity

�o � permittivity of free space, F/m
�r � relative dielectric constant
�� � relative dielectric loss factor
�� � mean free path, m
� � average plasma viscosity, Pa s

�g � viscosity of plasma at freestream tempera-
ture, Pa s

�w � viscosity of plasma at particle surface tem-
perature, Pa s

�g � average plasma density, kg /m3

�p � particle density, kg /m3

�w � density of plasma at particle surface tem-
perature, kg /m3

�̄ f � mean density of vapor-gas mixture around
the vaporizing particle, kg /m3

� � Stefan–Boltzmann constant, W / �m2 K4�;
electrical conductivity, S/m

Subscripts
f � film around the particle

g � plasma
i � internal
l � liquid

m � melting
o � external
p � particle
s � solid phase
v � vapor phase
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Modeling of Ultrafast Phase
Change Processes in a Thin Metal
Film Irradiated by Femtosecond
Laser Pulse Trains
Ultrashort laser pulses can be generated in the form of a pulse train. In this paper, the
ultrafast phase change processes of a 1 �m free-standing gold film irradiated by femto-
second laser pulse trains are simulated numerically. A two-temperature model coupled
with interface tracking method is developed to describe the ultrafast melting, vaporiza-
tion, and resolidification processes. To deal with the large span in time scale, variable
time steps are adopted. A laser pulse train consists of several pulse bursts with a repeti-
tion rate of 0.5–1 MHz. Each pulse burst contains 3–10 pulses with an interval of 50
ps–10 ns. The simulation results show that with such configuration, to achieve the same
melting depth, the maximum temperature in the film decreases significantly in comparison
to that of a single pulse. Although the total energy depositing on the film will be lifted,
more energy will be transferred into the deeper part, instead of accumulating in the
subsurface layer. This leads to lower temperature and temperature gradient, which is
favorable in laser sintering and laser machining. �DOI: 10.1115/1.4002444�

1 Introduction

Because of its unique characteristics in material processing, fast
fabrication, and diagnostic, the interaction between ultrashort
pulse lasers, especially femtosecond lasers, with metals has re-
ceived a lot of research attentions in the past 2 decades. Various
computational models were put forward and developed to describe
the nonequilibrium energy transport phenomena during the pro-
cess. One of the classical methods is the two-temperature model,
which was originally proposed by Anisimov et al. �1� and then
rigorously derived by Qiu and Tien �2� based on the Boltzmann
equation. The nonequilibrium energy transport between electron
and lattice can also be described by the dual-phase-lag model
�3,4�. Jiang and Tsai extended the existing two-temperature model
to high electron temperatures by using full-run quantum treat-
ments �5�. Chen et al. �6� proposed a semiclassical two-step heat-
ing model to investigate thermal transport in metals caused by
ultrashort laser irradiation.

Ultrashort laser pulses can be generated by a mode-locked laser
in the form of pulse train. With the rapid development of modern
laser technology, currently, the laser pulses are highly controllable
with a wide range of parameters. A pulse train consists of a certain
number of laser bursts launched at a fixed repetition rate f rep,
usually at the order of 103–106 Hz. Each burst can be composed
of several consecutive femto- to picosecond laser pulses with a
separation time �tsep� of 100 fs to thousands of picoseconds. How-
ever, in most existing theoretical works, only the heating of thin
films by a single femtosecond pulse was studied �7–11�. While
these works provided basic understanding on the mechanism of
interaction between ultrashort pulses and metals, there is still
some distance between the physical models and real applications.
Jiang and Tsai �12� studied the laser heating of gold thin films by
femtosecond pulse trains and the effects of repetition rate and
pulse separation were studied. Phase change was not considered in
their model since the lattice temperature was well below melting

point of gold. The same group also carried out research on the
interaction of laser pulse trains with dielectrics �5,13�.

Most existing two-temperature model dealt with the case that
lattice temperature is well below the melting point and only pure
conduction is considered. Under higher laser fluence and/or short
pulse, the lattice temperature can exceed the melting point and
melting takes place �14�. At even higher laser fluence, the liquid
surface temperature may exceed the saturation temperature and
evaporation may occur. Both melting and evaporation processes
were considered and integrated into the simulation in Refs.
�10,15�. Chen and Beraun �16� proposed a computational model,
which considered the superheating and material ablation and stud-
ied the ablation depth caused by two consecutive pulses split from
a laser beam. Huang et al. �15� studied the phase change of gold
thin film during the irradiation of multiple femtosecond laser
pulses. To understand the relationship between the maximum va-
porization temperature and melting depth, ablation depth were
analyzed and compared with those of the sing pulse irradiation.

In this paper, based on the two-temperature model, the interface
tracking methods is coupled to delineate the phase change pro-
cesses during the interaction of femtosecond laser pulse trains and
thin gold film. To conquer the large time scale involved in the
problem, variable time steps are used to control the computation
time. The effects of repetition frequency, separation time between
pulses, and pulses number per train on the phase change processes
are investigated.

2 Physical Model
Figure 1 shows the physical model of the problem under con-

sideration. A laser pulse train impinges on the right side of a
free-standing gold film, which has a thickness of L. The thickness
is very small in comparison to the radius of the laser beam; there-
fore, this problem can be approximated to be one-dimensional.
Figure 2 shows the structure of a laser pulse train. As stated
above, f rep and tsep are the repetition rate and separation time,
respectively. Each single pulse is assumed to be temporally
Gaussian. The pulse duration �tp�, defined as the full width at half
maximum �FWHM�, is fixed to be 100 fs in the current work.

The two-step heating model for free electrons and the lattice are
given by �10�
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Ce

�Te

�t
=

�

�x
�ke

�Te

dx
� − G�Te − Tl� + S �1�

Cl

�Tl

�t
=

�

�x
�kl

�Tl

dx
� + G�Te − Tl� �2�

The heat capacity of electron Ce, as suggested by Chen et al. �6�,
is approximated by

Ce = �
BeTe, Te � TF/�2

2BeTe/3 + Ce�/3, TF/�2 � Te � 3TF/�2

NkB + Ce�/3, 3TF/�2 � Te � TF

3NkB/2, Te � TF

� �3�

where

Ce� = BeTF/�2 +
3NkB/2 − BeTF/�2

TF − TF/�2 �Te − TF/�2� �4�

The thermal conductivity of electron ke can be obtained by �17�

ke = �
��e

2 + 0.16�5/4��e
2 + 0.44��e

��e
2 + 0.092�1/2��e

2 + ��l�
�5�

where �e=Te /TF and �l=Tl /TF.
In Eqs. �1� and �2�, G is the electron-lattice coupling factor. A

phenomenological temperature-dependent G suggested by Chen et
al. �18� is adopted:

G = GRT	Ae

B1
�Te + Tl� + 1
 �6�

Since the electrons are more likely to collide with liquid atoms
than the atoms in solid crystals, in the liquid phase, G is taken to
be 20% higher than that of the solid �19�.

The laser irradiation is considered as a source term S in Eq. �1�:

S = �
i=1

K

�
j=1

N
0.94Ji�1 − R�

tP�	 + 	b��1 − e−L/�	+	b��
exp �−

x

�	 + 	b�

− 2.77 t −
i − 1

f rep
− �j − 1�tsep

tp
�

2

� �7�

where K is the number of trains, N is the number of pulses in each
train, tsep is separation time between each single pulse, f rep is the
repetition rate, R is the reflectivity of the thin film, 	 is the optical
penetration depth, J is the laser pulse fluence, 	b is the for the
ballistic depth, and �1−e−L/�	+	b�� is to correct the finite film thick-
ness effect.

For a metal at its thermal equilibrium state, the thermal conduc-
tivity keq is the sum of the electron thermal conductivity ke and the
lattice thermal conductivity kl. In most cases, ke dominates keq
because free electrons contribute to the majority part of heat con-
duction. For gold, kl is usually taken to be 1% of keq �20�, i.e.,

kl = 0.01keq �8�
A uniform temperature distribution is set to be the initial con-

dition:

Te�x,− 2tp� = Tl�x,− 2tp� = T0 �9�

Selecting −2tp as the initial time implies that the first laser pulse
reaches its peak when t=0.

On the right side of the film, which receives laser irradiation,
the heat loss caused by radiation will be considered while on the
other side adiabatic boundary condition is applied:

� �Te

�x
�

x=0

= � �Te

�x
�

x=L

= � �Tl

�x
�

x=0

= 0 �10�

qR� �x=L = 
��Tsur
4 − T�

4 � �11�

Before evaporation takes place, Tsur is the surface lattice tempera-
ture at x=L. After evaporation begins, Tsur is the liquid-vapor
interface temperature, which varies with the heating condition and
needs to be determined.

The energy balance at the solid-liquid interface is described by
�21�

kl,s
�Tl,s

�x
− kl,�

�Tl,�

�x
= �hmus� x = s�t� �12�

where Tl,s and Tl,� are the solid and liquid lattice temperatures,
respectively,  is the mass density, hm is the latent heat of fusion,
and us is the solid-liquid interfacial velocity. The additional inter-
facial velocity due to the density change during melting and reso-
lidification has been considered.

Fig. 1 Laser irradiation on thin film

Fig. 2 Laser pulse train
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For rapid melting and solidification processes, the velocity of
the interface is dominated by nucleation dynamics, instead by the
energy balance, Eq. �12�. For ultrashort-pulsed laser melting of
gold, the velocity of the solid-liquid interface is described by �19�

us� = V0	1 − exp �−
hm

RgTm

Tl,I − Tm

Tl,I
�
 �13�

where V0 is the maximum interface velocity, Rg is the gas constant
for the metal, and Tl,I is the interfacial temperature. The interfacial
temperature Tl,I is higher than the normal melting point Tm during
melting and lower than Tm during solidification.

Although the evaporation process is included in the current
model, the simulation results show that within a wide range of
parameters, the temperature will not exceed the boiling point.
Therefore, the introduction to the vaporization model is omitted
here.

3 Numerical Model
The governing equations �1� and �2� are discretized by the stan-

dard finite volume method �22�. A fixed uniform grid with 2050
control volumes is adopted. The time step is variable in the nu-
merical solution. The smallest time step is 10−2tp, which is imple-
mented during �−2tp, 2tp� of each single pulse. The largest time
step is 104tp, which is implemented when the difference between
electronic and lattice temperature is less than 1 K.

In each time step, an iterative procedure will be employed to
deal with the nonlinear relationship between electron energy equa-
tion, lattice energy equation, and solid-liquid and liquid-vapor in-
terfaces. Electron energy equation �1� will be solved first using
tridiagonal matrix method �TDMA�, then the lattice energy equa-
tion �2� will be solved. After obtaining an estimated electron and
lattice temperature field, the velocity and temperature of solid-
liquid interface will be obtained by using the method provided in
Ref. �23� and is briefly described as follows:

�1� The solid-liquid interfacial temperature Tsl is assumed and
the solid-liquid phase interfacial velocity is determined ac-
cording to the interfacial energy balance.

�2� The interfacial velocity from the nucleation dynamics is
obtained from Eq. �13�.

�3� The interfacial velocities got from steps �1� and �2� are

compared. If the interfacial velocity obtained from the en-
ergy balance is higher than that from the nucleation dynam-
ics, the interfacial temperature will be increased; otherwise,
the interfacial temperature is decreased.

Steps 1–3 are repeated until the difference between the interfa-
cial velocities obtained from the two methods is less than
10−5 m /s.

4 Results and Discussion

4.1 Melting and Resolidification of Gold Film With Pulse
Train Irradiation. First of all, the development of lattice tem-
perature and solid-liquid interface during a typical irradiation pro-
cess of a pulse train will be shown. The duration of each single
pulse will remain constant as 100 fs and the thicknesses of the
gold film for all cases are fixed at 1 �m. The initial temperature
T0 is set to be 300 K. The thermophysical and optical properties
are given in Table 1.

At the repetition frequency of 1000 Hz, ten pulse burst irradia-
tion with three single pulses in each burst separated by 100 ps will
cause the evolution of surface lattice temperature as shown in Fig.
3. As can be seen in Fig. 3�a�, with each pulse burst depositing
energy on the metal film, the temperature rises abruptly and drops
rapidly. Figure 3�b� is the detailed temperature history for the
eighth burst. In every burst, each single pulse will cause a peak in
lattice temperature. After each peak, the temperature will fall with
the conduction of heat into deeper part of the film. At the fifth
burst, the lattice temperature exceeds the melting temperature
�Fig. 3�a��, and the melting process will begin.

Figure 4 shows the evolution of the melting depth under the
same condition as Fig. 3. It can be seen from Fig. 4�a� that after
the fifth and sixth burst, resolidification will start and all the
melted gold becomes solid state soon. This is because for pulse
train irradiation, there is enough time for the heat to be transferred
into the deeper part of the film. After the seventh burst, the melted
gold solidifies very slowly. At this stage, the entire film is heated
to be close to the melting point. All the incoming laser energy is
used to provide the latent heat of melting.

4.2 Comparison With Single Pulse Irradiation. To compare
the result of pulse train with single pulse, five different single

Table 1 Thermophysical and optical properties of gold

Coefficient for electronic heat capacity, Be 70 �2�
Material constant, Ae 1.2�107 �18�
Material constant, B1 1.23�1011 �18�
Electron-lattice coupling factor at room temperature, GRT
�W /m3 K�

Solid 2.2�1016 �18�
Liquid 2.6�1016 �18�

Specific heat, Cp �J /kg K�
Solid

105.1+0.2941T1−8.731�10−4T1
2+1.787�10−6T1

3−7.051
�10−10T1

4+1.538�10−13T1
5 �15�

Liquid 163.205 �19�
Latent heat of evaporation at Tb, hlv �J/kg� 1.698�106 �24�
Latent heat of fusion, hm �J/kg� 6.373�104 �24�
Molar weight, M �kg/kmol� 196.967 �24�
Reflection coefficient, R 0.6
Universal gas constant, Ru �J /kmol K� 8314.0
Boiling temperature, Tb �K� 3127
Critical temperature, Tc �K� 5590
Melting temperature, Tm �K� 1336
Fermi temperature, TF �K� 6.42�104

Limit velocity, V0 �m/s� 1300 �19�
Coefficient for electronic conductivity, � �W /m K� 353 �17�
Optical penetration depth, 	 �nm� 20.6
Ballistic range, 	b �nm� 105 �19�
Thermal conductivity at equilibrium, keq �W /m K� Solid 320.973−0.0111T1−2.747�10−5T1

2−4.048�10−9T1
3

Liquid 37.72+0.0711T1−1.721�10−5T1
2+1.064�10−9T1

3

Density,  �kg /m3� Solid 19.3�103

Liquid 17.28�103
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pulse fluences are used: 0.022 J /cm2, 0.026 J /cm2,
0.030 J /cm2, 0.034 J /cm2, and 0.036 J /cm2. The other param-
eters are kept the same: repetition frequency of 1000 Hz, separa-
tion time of 100 ps, and ten pulse bursts. The dependence of
maximum lattice temperature and melting depth on the fluence is
shown in Fig. 5. It is obvious that with higher laser fluence,
deeper melting will be achieved and higher temperature will be
caused. In the ultrafast laser-materials processing, it is desirable
that the melting depth can be accurately controlled and the tem-
perature rise should be as low as possible to reduce the thermal
stress.

To compare the results of pulse train and single pulse irradia-
tion, the relationship between the maximum lattice temperature
and melting depth is shown in Fig. 6. The lower line is for single
pulse while the upper one is for pulse train. With the increase of
pulse train power, the melting depth increases rapidly while the
maximum lattice temperature increased relatively slowly. It is
clear that with the same lattice temperature, the melting depth
caused by pulse trains is much deeper than that caused by the
single pulse. For example, the highest lattice temperature caused
by a single 0.3 J /cm2 pulse irradiation is almost the same as pulse
trains, which consists of ten trains with three single 0.036 J /cm2

pulses in a train, but its melting depth is only 50 nm, much less
than the melting caused by the pulse train, which is almost 900

nm. On the other hand, to achieve the same melting depth, a pulse
train will cause much lower lattice temperature, which is an ad-
vantage for laser-materials processing. However, it should also be
noted that the energy needed for a pulse train is much higher that
of a single pulse. According to Fig. 6, the melting depth caused by
a single 0.3 J /cm2 pulse is almost the same as the pulse train,
which consists of ten bursts with three single 0.026 J /cm2 pulses
in a burst. But the total energy for the pulse train is 0.78 J /cm2.
This is because more energy is used to heat up the deeper part of
the film for the case of pulse train.

It should be noted that in Fig. 6, the lattice temperatures never
reach 2000 K, far below the normal boiling point of gold, 3127 K.
This is true for all the calculations in this paper. Before the lattice
temperature reaches 3127 K, the whole film will be melted, at
which point the calculation will stop.

From the above discussion, the merits of pulse train can be seen
clearly. But to utilize laser pulse trains, there are much more pa-
rameters to be controlled than a single pulse irradiation did. The
effects of parameters, including repetition rate, pulse numbers per
train, and separation time between single pulses will be studied
below.

4.3 Repetition Rate. Typical repetition rate for femtosecond
lasers ranges from 100 Hz to tens of MHz. Numerical simulations
are carried out for eight frequencies between 500 Hz and 1 MHz

Fig. 3 The surface lattice temperature caused by a typical la-
ser pulse train

Fig. 4 The evolution of melting caused by a typical laser pulse
train

031003-4 / Vol. 133, MARCH 2011 Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and different pulse fluences, and the results are shown in Fig. 7.
Figure 7�a� shows the influence of repetition rate on the peak
lattice temperature, while Fig. 7�b� shows the effects on the melt-
ing depth. It is clear that repetition rate has little effects on the
maximum temperature and the melting depth. This is because
even for a high repetition rate as 1 MHz, there is still enough time
between each train for the heat to transfer in the thin film and the
melting depth will mainly be decided by the amount of energy
deposited on the film.

4.4 Pulse Number Per Burst. Figure 8 shows the effect of
pulse number in each burst while the total energy are kept at
0.09 J /cm2, 0.102 J /cm2, and 0.108 J /cm2. The repetition rate,
separation time between single pulses, and total burst number are
kept at 10000 Hz, 100 ps, and 10, respectively. Figure 8�a� indi-
cates that splitting laser pulse into more small pulses lowers the
maximum temperature, but this effect weakens with the increase
of pulse number per burst. Meanwhile, according to Fig. 8�b�, the
melting depth slightly increases with increasing number of pulse
per burst.

4.5 Separation Time. The separation time between two
pulses in a burst is another important parameter. As stated in our
earlier work �15�, an appropriate separation time in multiple
pulses irradiation will cause deeper melting and lower
temperature.

Fig. 5 The effects of single pulse fluence on the irradiation
process

Fig. 6 The relationship between melting depth and maximum
temperature; comparison between single pulse and pulse train

Fig. 7 The effects of repetition rate
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Figure 9 shows the effects of separation time on pulse train
irradiation. The separation time ranges from 50 ps to 10,000 ps. In
Fig. 9�a�, it shows that with the increase of separation time, the
maximum temperature is lowered. But when the separation time is
larger than 5000 ps, the difference becomes very small. Figure
9�b� shows that in most cases longer separation time increases the
melting depth but with small pulse fluence, it decreases the melt-
ing depth instead.

4.6 Effects of Boundary Heat Loss. In most computational
study on laser metal interaction, the heat loss at the heating sur-
face was neglected, which is proved to be reasonable in our earlier
work �10�. But for pulse train irradiation, the time scale is much
larger in orders. The pulse train with a repetition rate of 1000 Hz
means the interval between two laser bursts is 1010 times of the
duration of a typical 100 fs laser pulse. Under this condition, the
radiation caused heat loss may play a more important role in the
process. Two computations were carried out. The first assumed
adiabatic boundary condition on the surface that received laser
irradiation. The other one took the radiation heat loss into account.

qR� �x=L = 
��Tsur
4 − T�

4 � �14�

where � is the total emissivity, which is set to be 0.03 in the
calculation. Before evaporation takes place, Tsur is the surface
lattice temperature at x=L. After evaporation begins, Tsur is the
liquid-vapor interface temperature. In both cases, the other side of

the film remained as adiabatic boundary condition.
The results are shown in Fig. 10. The comparison between

maximum lattice temperatures shows no obvious difference. But
because the radiation at the surface will cause the laser energy to
escape from the film, the melting depth will be smaller than the
results estimated by models ignoring this factor, as shown in Fig.
10�b�. This means neglecting heat loss at surface will lead to an
overestimation on melting depth when the repetition rate is low
enough.

5 Conclusion
The interaction femtosecond laser pulse trains and a 1 �m

free-standing gold film are simulated numerically. A two-
temperature model coupled with interface tracking is employed to
describe melting and resolidification processes during the irradia-
tion. To deal with the large span in time scale, variable time steps
are adopted. The laser beam consists of ten pulse bursts with a
repetition rate of 200–1000 Hz. Each pulse burst contains 3–10
single 100 fs laser pulses with an interval of 20–200 ps. The
simulation results showed the following:

�1� Compared with single pulse irradiation, laser pulse train
showed better performance in achieving deeper melting
depth with the same temperature rise, although more total

Fig. 8 The effects of pulse number per train
Fig. 9 The effects of separation time between single pulses
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laser energy was needed. The melting depth increases rap-
idly with the increase of total laser energy deposited on the
film.

�2� Repetition rate has little influence on the process. With the
repetition rate ranges of 500 Hz to 1 MHz, the maximum
lattice temperature and melting depth showed little change
with all other parameters kept unchanged.

�3� By splitting a laser beam into many small single pulses,
deeper melting depth and lower temperature will be
achieved. Higher number of pulse per burst is preferable.

�4� With high laser power, the increase of separation time be-
tween single pulses will lead to lower temperature and
deeper melting.

�5� With the repetition rate of 500 Hz, neglecting the heat loss
caused by radiation on the surface may lead to an overes-
timation of melting depth.
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Nomenclature
Be � coefficient for electron heat capacity �J /m3 K2�

C � heat capacity �J /m3 K�
cp � specific heat �J /kg K�

f rep � repetition rate �Hz�
G � electron-lattice coupling coefficient �W /m3 K�
h � latent heat of phase change �J/kg�
Ji � single pulse fluence �J /cm2�
Jt � total energy of a pulse train �J /cm2�
k � thermal conductivity �W /m K�
L � thickness of the metal film �m�

M � molar mass �kg/kmol�
q� � heat flux �W /m2�
R � reflectivity

Rg � specific gas constant �J /kg K�
Ru � universal gas constant �J /kmol K�

s � interfacial location �m�
S � intensity of the internal heat source �W /m3�
t � time �s�

tp � pulse width �s�
tsep � separation time �s�

T � temperature �K�
TF � Fermi temperature �K�
Tm � melting point �K�

u � interfacial velocity �m/s�
V0 � interfacial velocity factor �m/s�
x � coordinate �m�

Greek Symbols
	 � optical penetration depth �m�

	b � ballistic range �m�
� � total emissivity
 � density �kg /m3�

 � Stefan–Boltzmann constant �W /m2 K4�

Superscripts
0 � last time step

Subscripts
0 � initial condition
e � electron

eq � thermal equilibrium state
i � pulse sequence
l � lattice
� � liquid
R � thermal radiation
s � solid

s� � solid-liquid interface
sur � surface

� � ambient environment
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Characteristics of Pool Boiling
Bubble Dynamics in Bead Packed
Porous Structures
Spherical glass and copper beads have been used to create bead packed porous struc-
tures for an investigation of two-phase heat transfer bubble dynamics under geometric
constraints. The results demonstrated a variety of bubble dynamics characteristics under
a range of heating conditions. The bubble generation, growth, and detachment during the
nucleate pool boiling heat transfer have been filmed, the heating surface temperatures
and heat flux were recorded, and theoretical models have been employed to study bubble
dynamic characteristics. Computer simulation results were combined with experimental
observations to clarify the details of the vapor bubble growth process and the liquid
water replenishing the inside of the porous structures. This investigation has clearly
shown, with both experimental and computer simulation evidence, that the millimeter
scale bead packed porous structures could greatly influence pool boiling heat transfer by
forcing a single bubble to depart at a smaller size, as compared with that in a plain
surface situation at low heat flux situations, and could trigger the earlier occurrence of
critical heat flux by trapping the vapor into interstitial space and forming a vapor column
net at high heat flux situations. The results also proved data for further development of
theoretical models of pool boiling heat transfer in bead packed porous structures.
�DOI: 10.1115/1.4000952�

Keywords: two-phase heat transfer, porous structure, bubble dynamics, critical heat flux

1 Introduction
Phase change heat and mass transport are critically important in

many industrial applications and scientific frontiers, such as the
capillary pumped loop systems �CPLs�, in which the evaporation
capacity was demonstrated to limit the overall performance of
CPLs �1–4�, as well as liquid-feed direct methanol fuel cells �DM-
FCs�, in which the effect of nonequilibrium evaporation and con-
densation of methanol and water played a key role in efficiency
�5–7�.

In CPLs, phase change heat transfer has been effectively en-
hanced by modifying the evaporating surface with fin and porous
structures. Liter and Kaviany �8� experimentally tested the pool
boiling critical heat flux �CHF� of a periodically nonuniform,
thickness porous layered, capillary artery-evaporating surface and
found that the CHF �762 kW /m2� was three times greater than
that of a plain surface. This study demonstrated that a nonuniform
thickness porous layered surface had a better ability of increasing
the CHF while reducing the superheat than did a uniform thick-
ness porous layered surface. It was also proposed that the hydro-
dynamic limit and the viscous-drag limit would be plausible liquid
choking mechanisms of those kinds of systems. The hydrody-
namic limit would determine the liquid and vapor counter flow
behavior, which was suggested to be controlled to optimize the
vapor escape paths and to increase the hydrodynamic limit by
reducing the wavelength of the nonuniform thickness and reduc-
ing the particle size of the porous layer. This effort was continued
by experimentally measuring the CHF of the uniform thickness
porous layered surfaces of different copper particle diameters �be-
tween 40� and 80�� in loosely packed, shaken, and pressed forms
�9�, in which the porous layer thickness varied between three and
five particle diameters, and a 1.8 times CHF was achieved, com-

pared with that of a plain surface in the study. Li and Peterson
�10,11� experimentally tested the boiling heat transfer coefficient
and CHF of sintered mesh porous layered surfaces. The thickness
of 56 �m diameter copper wire mesh layers ranged from 0.21
mm, 0.37 mm, 0.57 mm, 0.74 mm, to 0.82 mm, and the results
gave a maximum value of 245.5 kW /m2 K for the heat transfer
coefficient, and 367.9 W /cm2 for the critical heat flux,. It is con-
cluded that the critical heat flux was strongly dependent on the
wire porous layer thickness, wire mesh size, and volumetric po-
rosity.

Considering the importance of the bubble dynamics to the two-
phase heat transfer under the restraint of structures, many re-
searchers have tried to experimentally visualize the bubble behav-
ior and phase change heat transfer during the pool boiling on
layered surfaces. Liao and Zhao �12� employed a high speed video
imaging system to capture the bubble growth behavior and the
two-phase zone in a two-dimensional staggered miniature silver-
copper circular cylinder �20 mm in diameter� porous structure.
This visual study compared the bubble formation, growth, and
collapse in a porous structure against various applied heat fluxes
ranging from 16 kW /m2 to 322 kW /m2, with an inlet tempera-
ture ranging from 50°C to 80°C. Wang et al. �13� used an anal-
ogy charge coupled device �CCD� camera to observe the bubble
growth and departure in a three-dimensional glass bead staggered
porous structure �7 mm diameter beads� with applied heat fluxes
of both 36.8 kW /m2 and 121.3 kW /m2. The study illustrated the
replenished liquid and associated transport effect through a force
balance on the bubble. And those visualized images of bubble
dynamics combined with experimental data of surface superheat
and critical heat flux have greatly improved people’s understand-
ing of how the hydrodynamics mechanisms influence the two-
phase heat transfer in porous structures and under restraint.

Two-phase mass and heat transfer is equally important in fuel
cell devices as it is in the capillary pumped loop systems, espe-
cially on the design of flow channels of polar plates. In a direct
methanol fuel cell, CO2 bubbles produced in the anode flow field
will block the gas diffusion layer and form a counter liquid-gas
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two-phase flow situation. In order to control CO2 gas removal and
maintain good performance of the fuel cell, it is important to
understand bubble generation and growth behavior in the catalyst
site of the DMFC. Hence, the design of the channel has particular
important geometric influences on two-phase heat and mass trans-
fer of the DMFC. Many simulations and modeling were studied in
the past to target this task, such as the one-dimensional model of
Murgia et al. �14�, the two-dimensional model of Wang and Wang
�15�, the numerical study of the two-dimensional model of Birg-
ersson et al. �16�, the two-dimensional two-phase model of Di-
visek et al. �17�, the two-dimensional transient model of Rice and
Faghri �18�, and the three-dimensional two-phase model of Yang
et al. �19�. All these models have grasped the physics of the two-
phase flow/bubble-liquid interaction in fuel cell devices. However,
more experimental results are critically needed to verify and
modify current models.

Experimental visualization of the two-phase mass transfer has
also been conducted in all types of fuel cell devices to assistant
researchers in the understanding of the complicated two-phase
heat and mass transfer involved. In the 1990s, researchers started
to experimentally visualize the two-phase flow pattern in anode
and cathode channels under different working conditions. Tüber et
al. �20� discovered that CO2 bubbles, as a result of methanol elec-
trochemical oxidation, would block the flow channel and substan-
tially reduce the fuel cell performance if they could not be re-
moved promptly. Yang et al. �21� revealed bubbles nucleated at
certain locations and from large and discrete gas slugs in the chan-
nel. Bubble detachment from the backing layer is significantly
retarded by strong surface tension. As in a regular rectangular
channel, the bubble diameter must reach 0.5 mm to be detached
by the buoyancy force. Yang et al. �22� videotaped CO2 bubble
generation, bubble growth, and two-phase flow in a serpentine
channel with a high speed camera. It was shown that the two-
phase flow of CO2 gas slugs would not block the channel at all
operating temperatures studied. It was further shown that the ori-
entation of the channel played an important role in determining
the fuel cell performance.

Moreover, bubble-driven micropumps have been studied to uti-
lize bubble dynamics to move deoxyribonucleic acid �DNS� and
proteins through microfluidic systems. Thermal generation of va-
por and/or gas bubbles by boiling is the most common approach
for bubble actuation in this field of lab-on-chip systems �23,24�.
But due to the fact that two-phase heat and mass transfer are a
complex physical phenomenon, and that bubble dynamics is sig-
nificantly affected by liquid/vapor properties and by surrounding
conditions, it is critically important to understand the many fac-
tors, which influence bubble dynamics to precisely predict and
control bubble growth and actuation.

As a result, in order to further assist in the understanding of the
bubble dynamic process and the influence of the geometric con-
straints, an experimental and computer simulation integrated in-
vestigation was conducted to study the phase change and bubble
dynamics in a three-dimensional staggered glass bead porous
structure. Additionally, an effort was made to obtain an insight of
two-phase heat transfer behavior in bead packed porous struc-
tures.

2 Experiments

2.1 Experimental Setups. The experimental apparatus con-
sisted of a 200�62.7�67.7 mm3 rectangular glass vessel with a
copper plate heating surface at the bottom, as shown in Fig. 1.
Nine T-type thermocouples were inserted into the underside of the
copper plate to monitor the temperature of the heating surface and
to obtain the heat flux using Fourier’s law �five thermocouples
were placed 0.5 mm beneath the heating surface, and the other
four thermocouples were 4.5 mm beneath the heating surface�.
The uncertainty of the temperature measurement was less than
1°C, and the uncertainty of the heat flux was less than 5%. A
bottom view distribution of the thermocouples and the geometri-

cal dimensions are shown in Fig. 2. All experiments were con-
ducted at 1 atm. The nucleate pool boiling of saturated water was
investigated, first on a plain surface, then on staggered glass bead
porous structures, and finally on staggered copper bead porous
structures.

The spherical glass beads used in the experiments had uniform
diameters of 1 mm and 3 mm, and the spherical copper beads had
a uniform diameter of 3 mm. Heat flux was supplied by a heating
assembly consisting of a 41.5 � ceramic band resistance heater,
mounted at the bottom of the copper plate. Heat flux was con-
ducted through this copper plate to the heating surface of the glass
vessel. Power was supplied to the heater by an Agilent 6031A DC
power supply. Applied heat flux ranged from 18.9 kW /m2 to
76.3 kW /m2 during the tests. Superheat, Tsurface−Tsat, varied
from 4.31°C to 14.20°C for the staggered copper bead porous
structures, 6.64°C to 15.41°C for the staggered glass bead porous
structures, and 8.22°C to 22.25°C for the plain surface.

A Redlake MotionScope M3 �CCD camera� imaging system
having a 520 fps rating of full resolution at 1280�1024 and a
maximum of 33,000 fps at a partial resolution of 1280�16 was
employed in the experiment. A 28 mm Micro Nikkor lens was
used with the CCD camera to take a detailed video of the nucleate
pool boiling bubble dynamics processes at the view shown in Fig.
1. Although the video images were taken through a flat glass-wall
of the vessel and the phenomena observed occurred in the region
adjacent to the glass-wall, they closely represent the bubble dy-
namics in the inner regions of the bead packed porous structures
in the experiment, due to the similar geometric structure of the
perimeter region and the inner region inside the porous structures.
This was confirmed by visual observation of the nucleate pool
boiling bubble dynamics experiment. The heating surface super-
heat was measured using nine thermocouples connected to an Agi-
lent 34970A data logger. The data of heat flux against the super-
heat on the heating surface were calculated simultaneously.

Fig. 1 Sketch of experimental setup

Fig. 2 Bottom view of the thermocouple distribution and geo-
metrical dimensions „in millimeters… of the copper plate
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2.2 Nucleate Pool Boiling Bubble Dynamics Visualization

2.2.1 Bubble Dynamics on Plain Surface. Nucleate pool boil-
ing on a plain surface is presently well understood. In this work,
the nucleate pool boiling test on a plain surface served as a refer-
ence for the staggered bead porous structure tests. When a small
heat flux �18.9 kW /m2� was applied to the heating surface, it was
clear that small vapor bubbles were generated on the plain sur-
face. And with the increase in heat flux, the bubble generation
frequency rapidly increased, as shown in Fig. 3�a�. This bubble
dynamic process is unlike the previous report on the subcooled
water jet and bubble dynamic process �25�, in which a high tem-
perature water jet existed on the top of large bubbles. When heat
flux was increased to 47 kW /m2 in this experiment, the vapor
generated on the plain surface formed several major vapor slugs
and columns, shown in Fig. 3�b�. At this stage, single bubbles
were still detectable by the naked eye. These vapor columns and
slugs fit well into the description of the Rayleigh–Taylor hydro-
dynamic stability theory �26�. There was no obvious collapse be-
tween vapor columns due to the fact that the characteristic size of
the columns was still less than the critical hydrodynamic wave-
length. When heat flux was increased to 76.3 kW /m2, the entire

image of the vapor columns could only be recorded with the high
speed camera. A picture of this staged phase change process is
shown in Fig. 3�c�. The superheat of the nucleate pool boiling on
a plain surface changed from 8.22°C at 18.9 kW /m2 to 22.25°C
at 76.3 kW /m2, as shown in Fig. 4.

The collected experimental data closely matched the theoretical
prediction of pool boiling using the Rohsenow correlation, Eq.
�1�, for saturated water at 1 atm �27�. The prediction of Eq. �1� is
presented as the dashed line in Fig. 4 as well

�T =
hf ,g

cp,l
Prl

s Csf� qw�

�lhf ,g
� �

g��l − �v��
1/2�r

�1�

In this equation, �T is the heating surface superheat, hf ,g is the
latent heat of water, cp,l is the specific heat of liquid water, Pr is
the Prantl number of liquid water, qw� is the heat flux on the heat-
ing surface, �l is the viscosity of liquid water, � is the surface
tension of liquid water, g is the gravitational acceleration, �l is the
density of liquid water, �v is the density of water vapor, Csf, r, and
s are constants with values of 0.053, 1, and 0.66, respectively.

2.2.2 Bubble Dynamics in Staggered Glass Bead Porous
Structure. A range of heat flux was also applied in the nucleate
pool boiling tests on the staggered glass bead porous structures to
study the nucleate pool boiling bubble dynamics. At low heat flux
�18.9 kW /m2�, it was observed that a single small bubble gener-
ated in the pore region on the heating surface. This bubble grew to
fill the available space between glass beads and truncated at the
neck when the bubble elongated itself vertically. The top section
of the bubble broke away and rose through the porous structure
toward the water surface. The bubble growth, elongation, trunca-
tion, and departure cycle is shown in Fig. 5, where �a�, �b�, and �c�
are the periods of bubble growth. The images show that the shape
of the bubble’s bottom section did not obviously change, but the
top section grew. Figures 5�d�, 5�e�, and 5 are of bubble elonga-
tion and necking. They again show the static size of the bottom
section and the rapid growth of the top section. Figure 5�f� is of
the bubble top section, breaking away from the bottom section
and departing. This bubble growth process was also previously
reported in Ref. �13�.

Bubble necking occurred at a distance of 1.5 mm above the
heating surface. This is explained in Ref. �13�, which stated that a
force balance between the forces retaining and detaching the
bubble was reached immediately before the top section detaches
from the bottom section of the bubble, i.e., when the interfacial

Fig. 3 Bubble dynamics and phase change nucleate pool boil-
ing on a plain surface

Fig. 4 Heat flux versus superheat on the heating surface of saturated water
nucleate pool boiling on a plain surface
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tension at the neck and the buoyant force of the top section of the
bubble equal each other. In the work �13�, the force balance was
analyzed in the vertical direction, but the inertial force was
neglected.

In this experiment, it was found that the drag force should be
taken into account in the force balance analysis as well, particu-
larly when the same site bubble generation frequency is high and
when a new bubble grew quickly in the departure wake of the
previous bubble. This drag effect will be explained in Sec. 3.3.1.

When heat flux was increased to 47 kW /m2, bubbles grew on
several pore regions and there was no truncation after elongation.
Rather, a vapor column net was formed by neighboring vapor
columns in the first two bead layers, as shown in Fig. 6. It is
clearly shown that bubbles did not experience a truncation or a
departure, and that new vapor columns dominated the space be-
tween glass beads in the first two layers above the heating surface.
At this relatively high temperature stage, glass beads in those two
layers served as an extended heating surface. Hence, the superheat
of the copper plate surface was reduced, compared with that in the
plain plate heating surface situation with the same heat flux value.

The bubble dynamics at this relatively high heat flux demon-
strated a very different mechanic, compared with that of bubble
dynamics at a lower heat flux, in which the bubble dynamics of

each relatively independent single bubble is largely decided by the
force balance between buoyancy, interfacial tension, and drag
force in the wake of the previous bubble departure. At a higher
heat flux, liquid water rapidly changed into vapor at nucleation
sites on the heating surface to form elongated bubbles. The top
section of a single bubble quickly reached into the interstitial
space between the first and second bead layers, and expanded
horizontally due to the geometric constraints and limited space
�Fig. 6�a��. When vapor bubbles generated at adjacent sites on the
heating surface, the top sections joined each other horizontally
before they reached the next layer, hence, a vapor column net
existed, as shown in Figs. 6�a� and 6�b�.

Obviously, the growth process of bubbles did not have necking
at the narrowest space, one bead radius above the heating surface.
Rather, the bubbles expanded both vertically and horizontally into
the available space between solid beads due to a strong inertial
force involved when a large amount of liquid water instanta-
neously changes into vapor.

When the heat flux reached its highest value of 76.3 kW /m2 in
this experiment, it was observed that the vapor columns occupied
the space between the glass beads in the first two layers next to
the heating surface, and the momentum of vapor columns was so
strong that the glass beads inside the main vapor channels of the
staggered structure were pushed upward by the vapor. The phase
change process at this stage is shown in Fig. 7. Bubble dynamics
at a heat flux of 76.3 kW /m2 did not show a stronger tendency to
expand horizontally, as compared with the bubble dynamics at a
heat flux of 47 kW /m2, but rather, the vertical expansion of the
bubble columns took a more dominating role in bubble dynamics.
Additionally, the vertical expansion was so forceful that the glass
beads were lifted �Fig. 7� when the vapor rushed out of the porous
structure through the main vapor channels. Inertial force exclu-
sively took control of the bubble dynamics at this stage.

2.2.3 Bubble Dynamics in Staggered Copper Bead Porous
Structures. A staggered porous structure was constructed of 3 mm
diameter copper beads and the same range of heat flux as the glass
bead tests was applied to study the bubble dynamics of nucleate
pool boiling. Even with a low heat flux of 18.9 kW /m2, very few
single bubble growth processes were observed. Bubbles appeared
not only at nucleation sites on the heating surface, but also at
many nucleation sites on the copper bead surfaces, even several
layers above the heating surface. The increased number of nucle-
ation sites and greater thermal conductivity of copper brought the
heating surface superheat to 6.64°C, compared with 8.22°C of
glass bead packed porous structures at the same heat flux. Before
a single bubble grew large enough to allow its buoyant force to
remove the bubble from the nucleation site, most bubbles touched
one or more adjacent bubbles to generate a vapor column net in
the space between the copper beads. The greater the heat flux, the
greater the number of vapor column nets formed among the cop-
per beads. It was concluded that copper beads served as an ex-
tended heating surface for more nucleation sites, even at low heat
flux. At the highest heat flux of 76.3 kW /m2, the interstitial space
inside the porous structure was mostly taken over by vapor col-

Fig. 5 Single bubble growth, elongation, truncation, and de-
parture cycle in 3 mm diameter glass bead staggered porous
structures

Fig. 6 Vapor columns net formation in 3 mm diameter glass
bead packed porous structure

Fig. 7 Strong vapor columns forming across several 3 mm
diameter glass bead layers above the heating surface
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umn nets, and then was constantly occupied by the vapor in all
copper bead layers. The difference between glass and copper bead
packed porous structures was that copper beads were much
heavier than glass beads. Consequently, the vapor momentum was
able to lift glass beads, but not strong enough to lift copper beads.
Instead, the vapor momentum had to use more interstitial space
within the copper bead packed porous structure to accommodate
the high vapor phase flow rate. Interestingly, the highest heating
surface superheat for copper bead packed porous structures was

14.20°C, very close to the 15.41°C of glass bead packed porous
structures. This meant that the increased thermal conductivity of
copper beads played a minor role in the two-phase heat transfer at
high heat flux. The bubble dynamics pictures in a copper bead
packed porous structure are shown in Fig. 8.

2.3 Heat Flux Versus Superheat in Bead Packed Porous
Structures. The heating surface superheats of the 1 mm and 3
mm diameter glass bead packed structures were recorded and
plotted in Fig. 9. It illustrated that, at a low heat flux of
18.9 kW /m2, superheat of 1 mm glass bead packed porous struc-
tures was close to the superheat of a plain surface, while 3 mm
glass bead packed porous structures had a much smaller super-
heat. When heat flux increased to 47 kW /m2—and even
76.3 kW /m2—the superheat of 1 mm glass bead packed porous
structures deviated from the superheat of the plain surface, but
became close to the superheat of 3 mm glass bead packed struc-
tures. Based on experimental observations, this was caused by the
following two reasons. First reason of the superheat’s change is
that, when heat flux was low, single bubble dynamics dominated
the two-phase heat transfer, i.e., the number of nucleation sites on
the heating surface was the major factor of the two-phase heat
transfer. The glass beads applied a geometric constraint to the
bubble growth process in that the absolute space between each
pair of glass beads was limited, meaning, a single bubble growing
in the interstitial space would depart at a smaller size in 3 mm
glass bead packed porous structures, compared with the bubble
departure size on a plain surface. While for the 1 mm glass bead
packed porous structures, the single bubble growing process did
not exist as in the 3 mm glass bead packed porous structures or in
the plain surface case because the vapor would be trapped in the
tiny interstitial spaces due to the far smaller growing space avail-
able. Therefore, the superheat of 3 mm glass bead packed porous
structures was lower than that of 1 mm glass bead packed porous
structures. The other reason of the superheat’s change is that,
when heat flux increased, column bubble dynamics dominated the
two-phase heat transfer. At this stage, the major factor of the two-
phase heat transfer was the liquid-vapor counter flow in porous
structures. 1 mm glass bead packed porous structures experienced
more difficulty in water replenishment to the heating surface than
the 3 mm glass bead packed porous structures. However, with
further increase in heat flux, vapor column nets appeared at the
bottom of both porous structures, and the superheats of both sizes
of glass bead packed porous structures became very close.

Fig. 8 Phase change images in 3 mm diameter copper bead
packed porous structures

Fig. 9 Heat flux versus superheat for 1 mm and 3 mm diameter glass bead
packed structure tests with reference to a plain surface test
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The superheat and heat flux of a 3 mm copper bead packed
porous structure were also recorded to compare with the results of
the 3 mm glass bead test, as presented in Fig. 10. It is clear that
copper bead tests showed smaller superheat values at all heat
fluxes than that in 3 mm glass bead tests. This is explained by the
greater thermal conductivity of copper, as compared with glass. It
is further explained by the number of bubbles growing directly on
the surface of copper beads. The number of nucleation sites on the
heating surface was critically important when the heat flux was
low and the single bubble dynamics dominated the two-phase heat
transfer. As heat flux increased, vapor columns appeared sooner in
copper bead tests than in glass bead tests at the same heat flux.
This also meant that more vapor was generated in copper bead
tests than in glass bead tests. The superheat difference between the
two material porous structures would become smaller when the
heat flux further increased. Eventually, the constrained geometry
of the bead packed porous structures would induce the earlier
occurrence of dryout, i.e., a vapor blanket totally covering the
heating surfaces in both copper and glass bead packed porous
structures.

The induced early occurrence of dryout in a porous structure
was also studied by Dhir and Catton �28�, both experimentally and
theoretically. Based on the assumptions of no liquid inertia, invis-
cid vapor, small cross-sectional area occupied by vapor, and
spherical particles of near uniform size, a correlation of normal-
ized dryout heat flux was developed as Eq. �2�. The prediction of
the dimensionless dryout heat flux in 3 mm bead packed porous
structures would be 0.75 for this study on 3 mm bead tests. This is
consistent with the experimental results of Ref. �28�, which are
shown in Fig. 11. The correlation of normalized dryout heat flux is

qvd

qz
=

QL�1 − ��
qz

= C1Kd�2�1/2M �2�

where Q is the heat generation rate, L is the bed height, � is the
bed void fraction, and qz is the critical heat flux from Zuber’s
equation �29� as

qz = 0.131��vhfg����l − �v�g
�v

2 �1/4

�3�

with the parameters in the last term of Eq. �2� defined as

K =
�3

�1 − ��2 �4�

� = �l/�v �5�

M = � �l
4�3

�l
4g��l − �v�3�1/4

�6�

d� =
d

��/g��l − �v��1/2 �7�

where C1 is a constant, �l is the water density, �v is the vapor
density, � is the water surface tension, �l is the water viscosity, g
is the gravitational acceleration, and d is the sphere diameter.

3 Numerical Simulation
A numerical simulation was conducted to observe bubble dy-

namic behavior of nucleate pool boiling inside bead packed po-
rous structures. The purpose of this effort was to understand the
bubble dynamics characteristics when a bubble grows, expands,
departs and/or coalesces with other bubbles under the influence of
a range of heat fluxes. The simulation presented details about
necking under geometric constraints and the drag force applied to
a new bubble in the departure wake flow field of the previous
bubble. Simulation results supplemented phase contour details to
the experimental observation. Experimental and simulation efforts
were combined in an effort to better explain the geometric effect
on bubble dynamics of nucleate pool boiling in bead packed po-
rous structures.

3.1 Computational Domains and Boundary Conditions. As
shown in Fig. 12, the bubble dynamics systems of single and six
layer bead packed porous structures consisted of 3 mm uniform
diameter beads and rectangular domains. The heating surfaces
were on the bottom of each domain, and different superheats were
assigned to the heating surfaces according to experimental data at

Fig. 10 Heat flux versus superheat of the heating surface of
three nucleate pool boiling structures

Fig. 11 Experimental results for large spheres †28‡

Fig. 12 Meshes of 2D and 3D simulation domains
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different heat fluxes. The single layer domain was for the low
superheat investigation, and the six layer bead packed porous
structure was created for medium and high superheat studies. For
the single bubble dynamic simulation, the two-dimensional �2D�
domain mesh is shown in Fig. 12�a�, and for the medium and high
heat flux bubble dynamic study, the three-dimensional �3D� do-
main mesh is shown in Fig. 12�b�.

For the sake of conciseness, the 3D domain of the one layer
bead packed structure is not shown here, but the work will be
discussed in Sec. 3.3. The surface of the spheres was set to be
isothermal, and side walls of the domain were symmetric. The top
sides of the domains were set to be the pressure outlet at 1 atm
and 373 K. The bottom heating surfaces of both domains were set
to a fixed temperature. Overall dimension of the 3D domain was
3.2�3.2�18 mm3, and the overall dimension of the 2D domain
was 5.7�10 mm2. Initially, the domains were filled with satu-
rated water at 373 K, and a small vapor parcel was set on the
center of the heating surface of each domain. The initial vapor
parcel had a character radius of 0.5 mm.

3.2 Computational Methodology. Numerical simulations of
2D and 3D, unsteady, two-phase flow in the computational do-
mains were performed using FLUENT �30�. For the mass and mo-
mentum conservation governing equations, a volume-of-fluid
�VOF� method was employed. The energy conservation equation
was also applied, along with the mass and momentum equations.
The VOF model dealt with the interaction between two immis-
cible phases of liquid water and vapor, with a focus on phase
interface, which was a good fit for the emphasis of the current
study on bubble dynamics. The user defined function �UDF� file
for this nucleate pool boiling simulation effort included a mass
exchange source term in the mass equations for both liquid and
vapor phases, and a source term of latent heat transfer in the
energy equation.

The mass, momentum, and energy conservation equations of
each phase used are

��

�t
+ � · ��V� = S	s �8�

���V�
�t

+ � · ��VV� = − �p + � · ����V + �VT�� + �g + F �9�

���E�
�t

+ � · �V��E + p�� = � · �keff � T� + Sh �10�

where � is the fluid density, t is the time, V is the velocity vector,
p is the static pressure, � is the fluid viscosity, g is the gravita-
tional acceleration, E is the internal energy, keff is the effective
thermal conductivity, and �T is the temperature gradient. The
force due to surface tension on the liquid/vapor interface is de-
fined based on the continuum surface force �CSF� model proposed
by Brackbill et al. �30� as

F = �
�̄
 � 	

1/2��l + �v�
�11�

where �̄ is the average density, 
 is the interface curvature, � is
the surface tension coefficient, and 	 is the phase volume fraction.

The source term is defined as

S	s = −
�qv� − ql�� · �	

L
�12�

where Sh=−S	s ·L is the energy source term of ql� and qv�, which
are the heat flux across the interface per unit area on both phases,
and L is the latent heat �31�.

3.3 Simulation Results

3.3.1 Single Bubble Dynamics Due to Geometric Constraints
of Beads. In the simulation, the initial bulk temperature was set at
372 K for liquid water, matching the water temperature in the
experiments. First, a 2D case was developed to study the bubble
dynamics of a single bubble under the geometric constraint of
solid beads, Fig. 13. Results were compared with experimental
images. The photo in Fig. 13�a� shows the bubble elongation in
the interstitial spaces between solid beads. Because there were
two dimensions in the 2D simulation, the top section of the bubble
expanded while the bubble elongated vertically. Figure 13�b�
shows a typical necking effect at one bead radius above the heat-
ing surface. And the simulation image in Fig. 13�c� shows the top
section of the bubble breaking away from the bottom section.

The connecting part of the top section retracted upward to make
the top section a spherical shape, and the connecting part of the
bottom section retracted downward to make the bottom section a
semispherical cap shape. This retracting movement was caused by
the surface tension and is captured in the left image of Fig. 14, in
which the highest velocity occurred at the connecting parts of the
two sections �red and yellow�. The single bubble dynamic has
been observed in 3D numerical simulation results of multilayer
bead packed porous structures as well, and will be discussed in
Fig. 17.

The 2D simulation of single bubble dynamics was extended to
a 3D simulation. As shown in Fig. 15�a�, the streamlines show
that a vortex sheet accompanied bubble departure, and liquid wa-
ter replenished the nucleation sites through the interstitial spaces
between beads. The wake of the departing bubble would signifi-
cantly influence new bubble growth by applying a drag force on
the new bubble. In turn, there was a different bubble dynamics in

Fig. 13 Phase contour comparison—single bubble growth
process under geometric constraint of solid beads „in the
simulation, red is the vapor phase, blue is the liquid phase, and
white is the solid bead…
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that the new bubble would elongate more before necking, as com-
pared with the previous bubble. This effect can be more clearly
seen in Figs. 15�b� and 15�c�, where the vortex and velocity vec-
tors appear in 2D. A departing bubble induced a pair of vortices
on both sides of the bubble, and the flow of liquid water in its
wake added a drag force on the new bubble, in addition to a
buoyant force and a surface tension force.

Compared with the dynamics of the previous bubble, the new
bubble elongated more due to the drag force on its surface, caused
by the wake flow field of the previous bubble, and the new bubble
would separate before the top section gained the same buoyant
force as the previous bubble. At the separating stage of the previ-
ous bubble, the buoyant force exclusively balanced the vertical
surface tension force at the connecting point. Similar vortex and
wake flow patterns after a single bubble departure were also re-
ported by other researchers �32�. The experimental evidence was
presented in Ref. �33�, in which the bubble growth rate, bubbling
frequency, and bubble site density of dielectric coolant �FC-72�
boiling were imaged. It was shown that “The wake from a depart-
ing bubble did exert a pulling force on its successor” at low wall
superheats of 4°C to 7°C.

3.3.2 Bubble Dynamics of Medium Heat Flux in Bead Packed
Porous Structures. At medium heat flux, bubble growth process
did not have a necking stage, and hence, the top section of the
bubble did not separate from the bottom section. Instead, the top
section expanded horizontally due to the geometric constraint im-
posed by the next bead layer. Neighboring bubbles coalesced and
then extended to the next layer. The simulation results in Figs.
16�a� and 16�b� are reproductions of the experimental observation
of the medium heat flux in Fig. 6�a�. The bubble broke after it
penetrated into the upper layers �Fig. 16�c��, but this breakage was

not caused by the necking effect under geometric constraints as it
was in single bubble dynamics. Rather, the breakage was caused
by the hydrodynamic instability due to the counter flow of vapor
and liquid. Liquid water replenishment is illustrated with red ar-
row streaklines in Figs. 16�d�–16�f�.

3.3.3 Bubble Dynamics of High Heat Flux in Bead Packed
Porous Structures. A series of simulation images of bubble dy-
namics at high heat flux is presented in Fig. 17. Each image rep-
resents the instantaneous behavior when a vapor column filled the
interstitial space of a porous structure. The simulation results
showed that, at high heat flux, the interstitial spaces between solid

Fig. 14 Retracting movement of connecting parts of two sec-
tions after breaking. Left image is velocity contour and right
image is phase contour „scale bar is velocity index….

Fig. 15 Vector contour comparison with simulation results

Fig. 16 Phase contour of vapor behavior at medium heat flux
and liquid water replenishing streaklines „red arrows…

Fig. 17 Vapor column behavior at high heat flux
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beads were quickly occupied by vapor, and only a small fraction
was filled with liquid water. This vapor domination inside the
porous structure could cause a lack of liquid replenishment on the
heating surface, and the lack of liquid water to replenish the heat-
ing surface could cause a shortage of new vapor mass flux to
support the growth of vapor columns. Finally, in Figs. 17�i� and
17�j�, the vapor column broke at the bottom, partially due to the
lack of constant new vapor mass flux, and partially due to the
hydrodynamic instability of the two-phase counter flow. It is in-
teresting to note that even though vapor column was the major
phenomenon occurring in high heat flux situations, single bubble
dynamics was still occurring beside the vapor column, as shown
in the red circles of Fig. 17. Computer simulation indicates that
the single bubble dynamics observed at high heat flux was exactly
the same as at the low heat flux. However, single bubble dynamics
is only a minor player of two-phase heat transfer at high heat flux
situations.

4 Conclusions
Bubble dynamic behaviors in bead packed porous structures

were studied both with experiments and computer simulations.
Visualization efforts were conducted to investigate the mecha-
nisms of nucleate pool boiling in bead packed structures. The
following observations were identified in the study.

1. At a fixed heat flux, the superheat of a plain surface is al-
ways the highest, followed by the superheat of 1 mm glass
bead packed porous structures, then by the 3 mm glass
beads, and finally by the 3 mm copper beads. With increas-
ing heat flux, the differences of superheat will decrease be-
tween the two sizes of glass beads, while the superheat dif-
ferences between the 3 mm copper beads and glass beads
will increase. Heat transfer difference between the 1 mm and
3 mm glass beads are caused by the different size of the
pores between the beads. The 1 mm glass bead porous struc-
tures had a small pore size, which trapped vapor bubbles and
formed bubble columns at relatively low heat flux, compared
with that of 3 mm glass beads. The heat transfer difference
between 3 mm glass and copper beads is due to, first, the fin
effect. As the thermal conductivity of copper is much higher
than that of glass, there is better nonphase change heat trans-
fer in 3 mm copper beads. Second, and more importantly,
copper bead surfaces offer many bubble nucleation sites,
while glass bead surfaces have virtually no nucleation sites.
And the number of bubble nucleation sites on copper bead
surfaces will increase even more when the superheat of cop-
per bead surfaces increase with heat flux. This increased
number of bubbles enhances two-phase heat transfer and
greatly reduces superheat on heating surfaces. Another inter-
esting fact is that, at the highest heat flux, 3 mm glass bead
packed porous structures have several major vertical vapor
escape paths, while 3 mm copper bead packed porous struc-
tures have a totally different scenario—vapor column nets
are developed uniformly in both the vertical and horizontal
directions.

2. Both experimental observations and computer simulation re-
sults show that single bubble dynamics is the main mechan-
ics for the two-phase heat transfer at low heat flux. The
forces involved are buoyancy, interfacial tension, and drag
in the departure wake of the preceding bubble. The addition
of the drag force greatly aids in earlier single bubble depar-
ture from the heating surface at a smaller size.

3. At medium heat flux, vapor columns appear in porous struc-
tures. Top sections of the vapor columns break from the
bottom sections in the interstitial space due to the hydrody-
namic instability, which gives a sufficiently large space for
the downflow of liquid water to replenish the heating sur-
face. With increasing heat flux, the momentum of vapor col-
umns is strong enough that a vertical vapor escape path is

generated from the heating surface up through the top of the
porous structures. The vapor path column will not break
until the replenishing liquid water is insufficient to maintain
new vapor mass flux to support the vapor path columns.
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Mechanisms for the formation of bead defects, such as humping, gouging, rippling, and
other unexpected surface patterns, encountered in welding or drilling are interpreted and
reviewed from thermal-fluid science viewpoint. These defects usually accompanying with
porosity, undercut, segregation, stress concentration, etc., seriously reduce the properties
and strength of the joint or solidification. Even though different mechanisms for forma-
tion of the defects have been extensively proposed in the past, more systematical under-
standing of pattern formations from thermal, fluid, physics, electromagnetic, pattern se-
lections, and metallurgy sciences is still limited. The effects of working parameters and
properties on humping and rippling, for example, can be systematically and quantita-
tively interpreted from scale analysis presented in this work. Good comparison with
experimental results reveals mechanisms of different surface patterns. The mechanistic
findings for bead defects are also useful for other manufacturing and materials
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1 Introduction
Productivity in different arc, laser, and electron beam welding

technologies can be improved by increasing welding speed and
current. This strategy, however, is limited by the appearance of
weld defects such as rippling, humping, and undercutting �1–3�.
Weld ripples exhibit rather regular, arc-shaped topographic fea-
tures on a solidified surface, for example, as shown in Figs. 1�a�
and 1�b� in EBW of Al 6061 for different welding speeds �4�. The
ripples slightly elevate above the surface. On the other hand, more
complicated humping shows an irregular and unpredictable sur-
face contour consisting of a series of swelled protuberance, as can
be seen later. Humping also often accompanies with serious defect
of undercut, which is the depression at the edge of the fusion
boundary. Microstructure features, such as solute segregation, po-
rosity, fracture, crack, and deformation, are closely related to for-
mation of rippling, humping and undercutting �1,5,6�, and
strongly deteriorate the properties and strength of the joint.

The often-used welding technique �2� includes gas metal arc
welding �GMAW or MIGW�, which is accomplished by heating
from a generated arc and droplet deposition from a consumable
wire electrode continuously fed from a spool. Gas is fed through
the torch to shield the electrode and molten weld pool from the
surroundings. Others are gas tungsten arc welding �GTAW or
TIGW�, accomplished from heating by an arc generated between a
nonconsumable tungsten electrode and the metal being welded.
Electron beam welding �EBW� is formed by impinging a beam of
high energy electrons to heat the weld joint. Welding by a pulse or
continuous wave laser beam �LBW� is also achieved by high
power density, determined by the spot size and focal location of
the polarized, electromagnetic laser beam.

Good or poor welding usually depends on rippling and hump-
ing on a solidified surface. Bennett and Mills �7� observed that
surface ripples can be reduced by reducing nitrogen content of
high manganese stainless steels in GTAW. Matsuda et al. �8�
found that more serious ripples or complicated surface patterns
appeared when magnetic field was greater than 100 G and its
frequency greater than 10 Hz in GTAW of aluminum alloys.
Okada et al. �9� noted that the ripples on the surface of welds were

fine for steels exhibiting poor penetration and coarse for those
with good penetration. Ripples are commonly mixed with coarse
and fine ripples �see Figs. 1�a� and 1�b��. Sundell et al. �10� noted
that the weld made by GTAW at low current exhibited regular,
closely spaced weld surface ripples. The high S steels, however,
showed periodic ripples of longer wavelength, which were super-
imposed on the fine ripple background. The ripples of low fre-
quency appeared to be related to the lower surface tension and
inward surface flow induced by the surfactant of sulfur. Mills and
Keene �11� further mentioned that a quiescent fluid surface
coupled with fine ripples was characterized by high surface ten-
sion and its negative temperature gradient.

The measured rippling spacing for different currents and fre-
quencies of ac with superimposed current ripples in GTAW of
aluminum alloy and mild steel was presented by Garland and
Davies �12�. The frequency of ripples was found to be the same as
that of the power source. Provided that welding speed was
changed, rippling spacing can be found around 0.084 mm corre-
sponding to 50 Hz in welding speeds between 4.9 mm/s and 3.1
mm/s. Changing arc frequency to 100 Hz also showed the similar
change of rippling spacing. Arata and Miyamoto �1,13� measured
average pitches of ripples in ac excited LBW of SUS27 stainless
steel. Regardless of different surface conditions, the average pitch
exhibited a unique linear increase from 0.0025 cm to 0.01 cm as
welding speed increased from 0.3 cm/s to 1.2 cm/s. Ishida �14�
measured ripples in pulsed current GTAW of mild steel and found
that number of ripples increased with decreasing welding speed
and increasing pulse frequency. The best bead formation occurred
at pulse frequencies of 2.5 Hz and 5 Hz and travel speed of 0.47
cm/s. Clear ripples, however, were found for low pulse frequency
rather than high travel speed. In contrast, Wei et al. �15� measured
and scaled average pitches between fine and coarse ripples, which
were around 10−6 m and 10−4 m, respectively, whereas average
amplitude was 10−6 m in EBW of Al 1100 and type 304 stainless
steel. Roughness is reduced by decreasing beam power and in-
creasing welding speed. It is worthy of mentioning that the mea-
sured roughness was also found to increase with increasing inci-
dent flux, reducing travel speed of a pulsed laser beam
micromilling of Si wafers �16�. The contradicted results may be
due to unclear definitions between fine and coarse ripples, and
humps �see Fig. 1� and uncertain measurements involving many

Manuscript received June 15, 2009; final manuscript received: March 15, 2010;
published online November 15, 2010. Assoc. Editor: Wilson K. S. Chiu.

Journal of Heat Transfer MARCH 2011, Vol. 133 / 031005-1Copyright © 2011 by ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



working parameters. Rippling spaces affected by surface active
solutes of sulfur and oxygen in EBW of steels were also measured
and scaled by Wei et al. �17�.

Humping, which can be around several millimeters, has been
found in GMAW �18–21�, submerged arc welding �SAW�
�22–24�, GTAW �25–27�, LBW �28,29�, and EBW �30–32�, and in
other fields such as laser texturing �33�, digital microfabrication
�34�, MEMS �35�, and packaging �36�. In view of the added filler
metal, humping is more serious in GMAW than other welding and
manufacturing processes. Morphologies of humped welds are
quite complicated, which were roughly categorized into the goug-
ing region and beaded cylinder morphologies �37�. Typical goug-
ing region morphology defects in GTAW at high currents and high
travel speeds are shown in Fig. 2�a� �38�. The front of the weld
pool exhibits a large depression known as the gouging region.
Open, unfilled dry spots in between the humped beads can also be
seen. In some cases, two small channels appear at the walls of the
gouging region. The weld bead having parallel grooves at the side
is the undercutting defect. The cross sections A-A and B-B in the
original photos in the literature is interchanged in this work by a
close examination of their sizes and shadow. Figure 2�b� shows a
parallel humping or a split bead, separated by an empty channel.
Figure 2�c� shows beaded cylinder morphology defects, which are
quite different from the gouging region morphology �19�. The
beaded cylinder morphology includes beadlike protuberances that
sit above the workpiece surface and are connected by a narrow
central channel. In some cases of disconnected protuberances,
traces of a central channel can still be seen. It is interesting to find
that the gouged region and bead cylinder morphology are inverse
phenomenon. Different morphologies therefore can be revealed by
simply interchanging the liquid and gas phases. Figures 2�d� and
2�e� show humping in EBW of Al 5083 for different welding
speeds �4�. Strong evaporation from volatile element Mg results in
serious humping.

Surface morphology as a function of beam power, welding cur-
rent, and travel speed in low pressure GTAW was presented by
Shimada and Hoshinouchi �39� and redrawn by Mendz et al. �40�
and shown in Fig. 3�A�. Based on observations, it showed that
each region contains a particular type of weld bead. Type A in low

Fig. 1 Photographs of rippling in welding Al 6061 for welding
speeds of „a… 30 mm/s and „b… 15 mm/s †4‡

Fig. 2 Photographs of „a… humps with gouged region and „b…
parallel hump in GTAW †38‡, „c… cylinder beads in GMAW †19‡,
and „„d… and „e…… humps in EBW for different welding speeds †4‡
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power or current is a normal weld pool, with little surface depres-
sion. Type B obtained by slightly increasing power is a sound
weld, but the front of the weld pool is being “gouged.” A further
increase in power results in type C, which has more severe goug-
ing together with an undercut. Type D presents two parallel
humped beads at the side of the welds, and a “dry” path in be-
tween them. Type E is similar to type D, but the parallel beads
collapse into each other, sometimes producing dry spots. Type F
presents dry spots in between humps. They also sketched changes
in the molten pool shape by increasing welding speed, as shown in

Fig. 3�B�. It shows the trailing edge of the molten pool increases
its depth and volume significantly and becomes waves and gouged
shape as welding speed increases.

The pitch of humping was measured by Tsukamoto et al. �41�
and found to be reduced by decreasing surface bead width, and
increasing welding speed, focal current or the object-to-focal spot
distance ratio of EBW. They also observed from a high speed
cine-camera that humping was apt to be formed when the focal
spot was just on or slightly below the workpiece surface and the
bead width was reduced. Marya and Edwards �42� found that in
CO2 LBW of AM50 amplitude of humps increased with decreas-
ing beam power and increasing welding speed �whereas rippling
was reduced by increasing welding speed�. These measurements
were roughly interpreted from Rayleigh’s capillary instability. Un-
like the linear relationship between amplitude and pitch of ripples
�15�, it is necessary to find the relationship between the amplitude
and pitch of humping to interpret the above paradoxical or con-
tradictory results.

Operation or parametric maps of arc voltage versus welding
speed can be effectively used to understand and avoid humping.
As for GMAW of mild steel, Nishiguchi et al. �43� found that
humping occurred as the welding speed increased above a certain
critical welding speed and that there existed an inverse relation-
ship between this critical welding speed and welding voltage or
power used. Yamamoto and Shimada �26� also provided paramet-
ric maps for GTAW further showing occurrence of gouged type
undercut bead under high current and high speed conditions. Sav-
age et al. �27� extensively provided different parametric maps to-
gether with measured arc forces for interpretation, indicating that
humping readily took place by increasing welding speed, current,
pulse frequency, and electrode-to-work distance ratio, decreasing
tip angle and radius of the electrode in GTAW. In view of reduc-
ing arc pressure and depression of the pool, welding speeds could
be more than doubled when He was used instead of Ar as shield-
ing gas. Albright and Chiang �29� provided similar parametric
maps characterized by different surface patterns as functions of
welding currents and speeds and thicknesses of AISI 1015 carbon
steel and type 304 stainless steel in LBW. For a fixed power, ropy
bead, undercut, and humping were obtained with increasing weld-
ing speed. Humping was enhanced with increasing thickness of
the workpiece. The observed surface patterns were similar to
those found by Shimada and Hoshinouchi �39� in GTAW. The
onset of hole formation could be predicted by using Rayleigh’s
capillary instability.

In high power LBW with a 6 kW and 130 �m, 200 �m,
360 �m, and 560 �m spot diameters, the weld penetrations and
defects as functions of welding speed in bead-on-plate welding of
type 304 steel plates are shown in Fig. 4 �44�. The depth-to-
surface width ratios ware around 10 or greater, as a consequence

Fig. 3 „A… Morphologies affected by beam power and welding
speed †39,40‡, and „B… molten pool changes with increasing
welding speed in low pressure GTAW †39‡

Fig. 4 Effects of fiber laser beam diameter and welding speed
on weld penetration and welding defect formation †44‡
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of the existence of a deep and narrow keyhole �or cavity� �45�.
When the energy beam impinges on the workpieces to be joined,
a thin layer of material is melted. With continued heating, the
reactive force of evaporating material and the force induced by
surface tension and surface tension gradient caused the liquid
layer to flow upward and outward continuously �46–48�. A vapor-
filled deep and narrow keyhole thus is produced. The energy beam
therefore can readily pass through the keyhole core to the liquid
layer surrounding the keyhole to make a deep weld joint. This
figure shows that the maximum penetration can be produced for
small welding speed and spot diameter. However, porosity, under-
filling, and humping were also quantitatively found at welding
speed less than 0.075 m/s �4.5 m/min� and greater than 0.17 m/s
�10 m/min� and with the tightly focused LB of 130 �m and
200 �m spot diameter, respectively. Sound partially penetrated
welds without welding defects could be produced under the wide
conditions of the welding speeds between 4.5 m/min and 10
m/min with laser beams of 360 �m and 560 �m spot diameters.
On each of the process maps, welding process parameters such as
the shielding gas composition, the ambient pressure, torch angle,
or electrode geometry are normally kept constant. Any minor
change to these constant process parameters will alter the results,
and more experimental work is thus needed to produce new pro-
cess maps. A systematic understanding of the penetrative mecha-
nisms therefore becomes important.

Adjusting other process parameters may also reduce tendencies
of humping and undercutting �37,49�. For example, uses of large
electrode tip angle �27,50� and hollow electrode �51� in GTAW,
and large electrode wire diameter in GMAW �43� can decrease
humping as a result of reduction of arc forces and depression of
the pool. In the absence of strong swelling induced by magnetic
force, EBW and LBW facilitate production of defect-free welds.
Focusing the electron beam away from the workpiece surface re-
duced humping �30,31�. The effects of pulsed wave shapes also
affected humping formation in GTAW �52� and LBW �53�, respec-
tively. Decrease in sulfur and bismuth contents reduced humping
tendency and variation of the bead width as measured by Ishizaki
et al. �54� and Hirata et al. �55�, and Takeuchi et al. �56�, respec-
tively. Owing to impinging on the unmelted base metal and less
able to depress near the trailing edge of the free surface, use of a
forward inclined heat source reduced humping �39,57�. The weld-
ing in the downhill direction reduced humping and undercutting
because the backward flow was reduced from gravitational force
�58�. Tsukamoto et al. �31� argued that a deep and narrow square
groove prevented the flow of the molten metal to the trailing edge
and reduced humping. Fluid flow controlled by polarity of applied
magnetic field and thermoelectric field due to temperature gradi-
ent between solidified seam material and melt, as well as between
the base material and melt can reduce humping in laser beam
welding �59�. Pulsed GTAW enhanced humping tendency in the
middle frequencies of 50 Hz and 200 Hz �14,60�. Reduction of
volatile element such as Mg reduced humping �4�. Humping and
undercutting can also be reduced in tandem electrode GTAW
�50,51�, tandem wire GMAW �61,62�, and dual beam LBW
�63,64� and EBW �1,65�, and hybrid welding processes �66–68�.
This is because the total energy was split into two beams and the
trailing electrode beam reduced cooling rates to prolong solidifi-
cation time. The humping phenomenon in these welding processes
has been found to be influenced by many welding parameters.

The present work reviews and interprets rippling, humping, and
gouging patterns on weldment surfaces from systematical view-
point of thermal-fluid science. Morphology will be analyzed by
their appearance as seen through experimental observations and
theories that have been developed to describe them. After physical
mechanisms of the defects are disclosed, controlling and avoiding
surface defects become achievable �69–71�.

2 Factors Affecting Surface Defects
Proposed mechanisms of rippling and humping on a surface are

presented as follows.
Rippling. Rippling induced by different working parameters is

briefly described as follows:

1. Solidification rate fluctuations. Cheever and Howden �72�
observed ripples in arc and laser spot welds and proposed
that ripples were the result of incremental solidification. This
was because solidification proceeded in discrete increments
due to instability in heat transfer or solidification halt caused
by release of latent heat of fusion. Rippling appeared to be
inherent to rapid solidification. D’annessa �73� proposed that
the rippling resulted from complicated interactions between
solidification growth rate fluctuations and surface tension
effects on the weld pool surface and fluid flow in GTAW.
The peaks and valleys of ripples corresponded with increas-
ing and decreasing growth rate intervals, respectively, af-
fected by a proposed and cyclic two-stage growth processes,
namely, the primary projected dendrite stalks and secondary
dendrite side branching in a diffuse interface region. Solidi-
fication rate fluctuations, however, should account for more
reliable studies involving interactions between incident flux
and heat conduction in liquid and solid and latent heat evo-
lution, affected by convection and interfacial phenomena
near the triple phase line.

2. Power source effects. Garland and Davies �12� measured
rippling spacing for different currents and frequencies of ac
and dc with superimposed current ripples in GTAW of alu-
minum alloy and mild steel, respectively. It showed that the
ripples were related to the cyclic current supply. However,
surface rippling did not correspond to that in 3% amplitude
variation of beam current in EBW. An interpretation for rip-
pling in ac was that the maximum and minimum electric
current coincided with maximum and minimum heat inputs,
and oscillations of surface temperature and solidification
rate, and rippled surface. The proposed rippling formation
for dc welding of copper and electron beam welding stain-
less steels, involving the so-called solidification halt, time of
diffusion, interface and meniscus interactions at rapid solidi-
fication, and changes of surface tension, however, was un-
clear. Kotecki et al. �74� observed from high speed motion
pictures and found shutting off an arc suddenly released the
plasma pressure, setting the pool into oscillation like a
stroked drumskin and giving rise to rippling in GTA spot
welding. The number of ripples counted agreed well with the
number of pool oscillations. Using a pulsed arc source, Ecer
et al. �75� observed up and down oscillations of GTAW pool,
which exhibited a constant period, leading to liquid metal
above the weld surface into which solid can grow and
ripples were formed. Altshulin et al. �76� measured the ef-
fects of intensity and pulses of laser beam on concentric
ripples of carbon steel and their displacement.

3. Thermocapillary or Marangoni instability. Thermocapillary
instability is induced by thermocapillary force, namely, a
temperature-dependent surface tension gradient along the
liquid-vapor interface, given by �77–80�

�
�ut

�n
=

d�

dT

�T

�s
�1�

where ut is tangential velocity, coordinates n and s are, re-
spectively, directed in the upward and outward directions. In
the case of negative surface tension coefficients d� /dT for
all pure liquid metals, the surface flow directs from the hot
central region to the cold edge of a molten pool. Unlike
thermocapillary instability and convective cell induced by
heating from below �negative temperature gradient� �81�,
thermocapillary instability in welding and manufacturing
processing can also occur from heating from above, as will
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be discussed later. Fujimura et al. �82� found that thermocap-
illary was one of the possible mechanisms to create the
roughness of a resolidified surface of stainless steels and
several pure metals irradiated by a hydrogen ion beam. Ap-
plying linear stability analysis of a horizontal thin melt layer
on metals, they found that the critical wave number for Ma-
rangoni number ranged from 0.1 to 1 for stainless steel can
be comparable with the measured roughness on the resolidi-
fied surface of the molten layer �83�.

4. Kelvin–Helmholtz instability. The Kelvin–Helmholtz insta-
bility occurs at the interface of stratified fluids in relative
parallel motion. Ang et al. �84� observed large scale ripples
around 30 �m, which was much longer than the laser wave-
length. They found regular wavelike patterns looked much
like the wind-driven surface wave in a pond. This recogni-
tion directed their attention to the Kelvin–Helmholtz insta-
bility at the interface between the molten aluminum and
plasma plume, whereas, Rayleigh–Taylor and thermocapil-
lary instabilities can be ignored. Introducing molten layer
thickness, the spatial extent and kinetic energy density in the
laser-produced plasma plume, Kelvin–Helmholtz instability
was found to be a viable mechanism for the rippling forma-
tion.

5. Rayleigh–Taylor instability. The Rayleigh–Taylor instability
occurs if the density of the overlying fluid is greater than the
underlying fluid subject to gravitational force in the down-
ward direction �85�. The instability also occurs in a reference
frame of the melt experiencing acceleration because of its
indistinguishableness from a gravitational body force. Ben-
nett et al. �86� observed surface topography of gold experi-
encing sputtering subject to 248 nm laser pulses at near-
threshold fluence. The development of surface topography
was identified with a hydrodynamic response to phase
change occurring at the surface of the target, as a conse-
quence of Rayleigh–Taylor instability. The melt acceleration
can be estimated from phase change across the liquid-solid
interface, which was an order of magnitude greater than ac-
celeration due to thermal expansion of solid. The accelera-
tion and its direction toward the solid depended on the
change in densities between liquid and solid. With the melt
acceleration of around 108 m /s2 for gold, the most danger-
ous wavelength agreed with the period of around 5 �m of
topography formation. Seifert et al. �87� applied finite dif-
ference method together with MAC �Marker-and-Cell�
scheme to solve linearized Navier–Stokes equation and heat
conduction with phase changes. The estimations and con-
cepts from Bennett et al. �86� were confirmed. In pulsed
laser-material interactions with target surface, Lugomer �88�
proposed that different surface structures can be generated
from a shock-accelerated fluid. That is, the Richtmyer–
Meshkov instability develops when a plane shock wave in-
teracts with a corrugated contact interface between two dif-
ferent fluids. It can also be arisen from fast mixing of gases
at the contact front between the plasma plume and ambient
medium. Surface structures thus depended on the target ma-
terial and laser parameters, such as power density, wave-
length, pulse duration, and polarizations via Richtmyer-
Meshkov instability. Figure 5�a� shows that a generation of
Richtmyer–Meskhow environment in the laser spot on an
indium target surface. The surface is vaporized and the
melted layer has a slightly concave shape. Incident flux
causes that the melted surface layer comprises a high-
temperature, high-velocity, low-density ��1� top layer, and a
lower temperature, slow, high-density ��2� bottom layer. The
layers are separated by the density interface, delineated by a
black curve. Figure 5�b� shows the density perturbed by the
blow-off during pulsed vaporization. The perturbation am-
plitude is larger in the central zone and gradually decreases
toward the peripheral zone. The shock wave generated in the

center moves toward the periphery of the spot and strikes
tilted and periodically perturbed interface, causing the vor-
ticity deposition, as shown in Fig. 5�c�. Vorticity evolution
and roll-up in the near field zone behind the shock which
travels toward the periphery are shown in Fig. 5�d�. By the
end of pulse, the ultrafast cooling wave, which is generated
at the periphery and moves in opposite direction �toward the
center�, causes surface structures to stay frozen permanently.
The surface structures frozen in the far field zone are the
wavy structures, which belong to the vorticity deposition.
The structures near the central, or the near field zone belong

Fig. 5 Scenario of Richtmyer–Meskhow environment in the la-
ser spot on an indium target surface: „a… melted surface with
slightly concave shape. The melted surface layer comprises
high-temperature and velocity, low-density top layer, and a
lower temperature, slow, high-density bottom layer, separated
by the density interface „black curve…; „b… the density perturbed
by the blow-off during pulsed vaporization; „c… the shock wave
generated in the center moves toward the periphery and strikes
tilted and periodically perturbed interface, causing the vorticity
deposition; „d… vorticity evolution and roll-up in the near field
zone behind the shock. By the end of pulse, the ultrafast cool-
ing wave generated at the periphery moves toward the center,
causing that surface structures to stay frozen permanently in
the wavy structures †88‡.
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to the late, and the very late phase of the vorticity evolution.
Their evolution started first and stopped last.

6. Instability due to evaporation. Surface rippling induced by
instability from recoil pressure due to evaporation may
cause rippling �89–91�. For example, Emel’yanov et al. �90�
studied the formation of periodic surface ripples on fused
silica under normal incidence of a pulsed linearly polarized
wavelength-tunable CO2 laser. It showed that the formation
of periodic surface ripples was the generation of capillary
wave in the liquid owing to vapor recoil pressure and non-
uniform removal of the substance by evaporation. They also
concluded that good agreement between experimental and
theoretical results can be achieved, if electrodynamic and
thermal processes, and calculation of growth rates of capil-
lary waves were accounted.

7. Solidification morphological instability. Surface roughness
may be induced by the morphological instability, which was
originated from constitutional supercooling and mathemati-
cally extended by Mullins and Sekerka �92� by including
surface tension and deformation of the solidification front.
Constitutional supercooling as first found by Rutter and
Chalmers �93� takes place for the interfacial temperature be-
low the melting temperature due to solute accumulation
ahead of the solidification front. Bösch and Lemons �94�
reported that on heating of silicon with a laser, the heated
area were melted and broken up into small regions of solid
and liquid, leading to undesirable surface roughness on the
surface. The inhomogeneous melt gave rise to melting insta-
bilities from constitutional supercooling. Weizman et al. �95�
observed a periodic structure on the surface of a silicon-
germanium thin film irradiated by a pulsed laser beam. The
planar shape of the moving solid-liquid interface was broken
down into a periodically modulated interface and caused a
cellular structure with a high dopant concentration on the
cell wall. Based on the Mullins–Sekerka theory to elucidate
the critical Ge content, the periodic length of the self-
organized structure was found to be a function of solidifica-
tion velocity. At the final stage, the SiGe liquid piled up in
the last area to solidify due to the trapping of capillary
waves between the coalescing solid boundaries. However,
constitutional supercooling was not an adequate mechanism
to explain weld ripples, since ripples were formed on welds
in 99.9999+% purity aluminum �72�. Surface roughness of
an order of a microscale may be also affected by evapora-
tively driven supersaturation that allows fluctuations of the
solid-liquid interface to grow in a manner qualitatively simi-
lar to the growth of the solid-liquid interface induced by
above-mentioned constitutional supercooling �96�.

8. Laser interactions. The effects of laser characteristics such
as ultrafast pulse �for example, a duration of 10 fs�, wave-
length, and polarizations and their interactions on rippling
spacing �less than 1 �m� on workpiece surfaces should be
accounted in welding or microwelding �97,98�. The rippling
spacing induced by hydrodynamics instabilities, as discussed
previously, is much greater than the laser wavelength. Fur-
thermore, a purely hydrodynamic or thermal analysis is un-
able to explain the preferential orientation of laser-induced
periodic structures in a direction perpendicular to the inci-
dent laser polarization, and having pattern spacing in scale
with the laser wavelength �99,100�. Rather than previous
discussion for high energy melting the surface widely, the
laser fluence in this case is only sufficient to melt the surface
locally. Preferential orientation of laser-induced periodic
structures was first observed in semiconductor materials ir-
radiated with a Q-switched ruby laser by Birnbaum �100�
and, since then, ripples have been observed in homogeneous
dielectrics �101� and semiconductors and metals �102�. The
constructive and destructive from interference of the inci-
dent laser beam with surface scattered laser beam creates

high- and low-density energy fields and a periodic modula-
tion of the temperature near the surface, giving rise to lateral
liquid flow or differential ablation and inducing ripples
about laser wavelength on the molten surface. The rippling
can also be initiated by the scattering of a small amount of
light out of the primary laser beam by random variations in
surface height, defect density, or any other optically signifi-
cant physical properties, and circularly and linearly polar-
ized light �103�. For metals or molten semiconductors sur-
faces, which may support plasma waves, or thin film
surfaces, which may support guided surface waves, their
ripple period strongly depends on the electromagnetic or
waveguiding properties of the surface. Provided that the pri-
mary laser beam is away from normal incidence, the spon-
taneous surface structures split up into complex ripple pat-
terns showing multiple periodicities in either overlapping or
separated regions of the surface. In the laser beam polarized
with electric field in the plane of incidence, the ripples break
up into two distinct spacing with periods in different direc-
tions given by

�rip =
�L

n�1� sin �i�
�2�

which can be simply derived from the grating theory. An
atomic force microscopy image of rippling structure on sili-
con surface irradiated by a p-polarized laser beam, provided
by Pedraza et al. �104�, is shown in Fig. 6�a�. It shows a very
regular grating produced by 400 pulses at a laser fluence of
0.8 J /cm2 with irradiation just off normal incidence. This
ripple structure has a wave vector parallel to the projection
of the electric field, and its wavelength equals the laser
wavelength, viz., 248 nm. This result is consistent with the
value that is calculated assuming a scattered wave in reflec-
tion from Eq. �2�. In the case of nonzero incident angle, the
averaged rippling spacing is of the right order of magnitude
as two distinct spacing based on two incident angles within
an allowable range owing to optical spread through its focus.
Atomic force microscopy image of surface structure irradi-
ated by a laser fluence of 0.7 J /cm2 at 50 pulses using a
p-polarized single beam at an incident angle of 38.5 deg
with a rippling spacing 673 nm is shown in Fig. 6�b�. Notice
tiny little “fingers” in lower rim of fringes and asymmetry in
fringe profile taken in downward direction �104�.

9. Fluid flow related phenomena. Instability analysis is a valu-
able and efficient tool to predict tendency for rippling for-
mation. However, quantitative prediction of surface rough-
ness needs to solve the evolution equation or original fluid
flow and heat transfer equations. Anthony and Cline �105�
were the first to propose a simplified integral model or evo-
lution equation to study rippling resulted from thermocapil-
lary force in the laser melting of stainless steel 304. In the
case of a negative surface tension coefficient, the surface
flow is outward, resulting in the liquid at the back of the
pool to climb and produce a raised section upon solidifica-
tion. By assuming liquid pressure to be hydrostatic and ig-
noring capillary pressure, the elevation of the edge of the
molten pool was found to be proportional to temperature
difference across the free surface and surface tension coef-
ficient, and inversely proportional to hydrostatic pressure or
the depth of the liquid layer at the edge. The liquid pressure,
however, can be significantly deviated hydrostatic pressure
by strong thermocapillary flow with velocity of around 1 m/s
in a millimeter width of the pool. If the scanning speed
exceeded a critical velocity, the liquid does not have suffi-
cient time to form ripples, and rippling from thermocapillary
force can be avoided. This agreed with observation from
Glicksman and Schaefer �106�, Ryzhkov et al. �107�, and
scale analysis from Wei et al. �15�. Thermocapillary force
plays an important role in welding as can be seen from a
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scaling of Eq. �1�. The scaled velocity due to thermocapil-
lary force was

uc = ��d�

dT

�T

�
�2 �

�w
�1/3

�3�

which was originally and successfully derived by Ostrach
�108� and used by Chen �109� for dealing with manufactur-
ing processes. Equation �3� was derived by considering in-
ertia and viscous forces, and thermocapillary force and vis-
cous stress in the surface shear layer to be of the same order
of magnitude. Substituting typical values d� /dT=
−10−4 N /m K, temperature difference �T=103 K, and
width w=10−3 m of liquid metal pool gives the maximum
surface velocity around 1 m/s, which is about the measured
velocities in EBW �1,110�, LBW �111,112�, GTAW �75,113�,
and predicted values in GMAW �19,114�, GTAW �115–117�,
EBW �47�, and LBW or laser beam heating �118–122�.
Thermocapillary force thus cannot be ignored. Wei et al.
�15� recognized that deformation of the free surface near the
solidification front is responsible for the formation of rip-
pling. Wei et al. �15,17� therefore accounted for the shear

layer driven by thermocapillary convection from the center
to edge of the pool to predict spacing and amplitude of
ripples on pure metals and alloys having negative surface
tension coefficients, and alloys containing surface active sol-
ute having positive surface tension coefficient, respectively.
The algebraic expressions provided for the rippling space
and amplitude were for the first time found to be functions
of incident flux, surface tension and its coefficient, thermal
and fluid transport properties, free surface deformation, and
solidification rate near the edge of the pool. The predicted
roughness agreed well with experimental data. Schwarz-
Selinger et al. �123� observed and measured morphologies of
Si surfaces irradiated by single, tightly focused nanosecond
laser pulses. They also proposed a simplified liquid layer
flow model driven by thermocapillary force and neglecting
the variations of liquid and capillary pressures and inertia
force and end effects of the pool. It was found that time-
averaged morphology agreed quite well with the prediction.
The scaled peak-to-peak roughness of dimples can be of the
fourth power of incident flux, after replacing the film thick-
ness by a linear relationship with incident flux. Balandin et
al. �124� measured and computed solute segregation, and
attributed rippling formation as a result of impurity- and
temperature-dependent thermocapillary forces. Röntzsch et
al. �125� also numerically confirmed that long-range-ordered
regular surface patterns on thin polymethyl methacrylate
films above a metallic substrate were dominated by ther-
mocapillary force induced by standing surface-plasmon-
polariton waves.

Humping and undercutting. Bradstreet �18� used a high speed
camera to observe humping and undercutting phenomena, associ-
ated with the formation of a cavity at the front of the weld and
flow from the front to the rear of the pool in GMAW. The flow of
the pool was composed of three streams, which were one from the
filler metal and two from the base metal flowing around the sides
of the pool. A more clear video observation of humping in
GMAW from Nguyen et al. �58� is shown in Fig. 7�A�. Since
humping phenomenon is periodic in nature, Fig. 7�A-a� a began at
the completion of a previous hump. A portion of the weld, con-
necting the previous swelling and the new tail of the weld pool,
had completely solidified, although the upper region of the previ-
ous swelling was still molten. Prior to solidification, this portion
of the weld was part of the wall jet that supplied the swelling with
molten weld metal. In Fig. 7�A-b�, at the tail of the weld pool, the
molten weld metal accumulated to form a new swelling. The wall
jet became elongated over an ever increasing distance between the
forward moving welding arc and the stationary swelling. Rapid
solidification of the wall jet would choke off the flow of molten
metal to the swelling. As indicated in Fig. 7�A-b� and Fig. 7�A-c�,
the bright region of solidified metal increased in height as the
solidification of the molten weld metal proceeded upwards. The
wall jet solidified completely, as shown in Fig. 7�A-d�. Solidifica-
tion of the wall jet formed the valley typically observed between
swellings in a humped GMA weld bead. This was soon followed
by the initiation and growth of a new swelling closer to the arc
and further along the weld bead �Fig. 7�A-a��.

Fluid flow and heat transfer for humping during a pulsed
GMAW at a high travel speed were numerically and quantitatively
simulated by Cho and Farson �19�. The humps resulted from back-
ward fluid flow induced by the arc pressure and the drop momen-
tum redirected by the sloping edge of the gouged region at the
front of the weld pool. Two mechanisms responsible to the hump
formation were identified. The first requirement was for a thin
liquid channel generated by elongation of the molten metal de-
posit. The high transverse curvature associated with a narrow, thin
channel caused a strong surface tension normal force that pre-
vented backfilling of metal from any accumulation at the back of
the pool. The other requirement for hump formation was pinching

Fig. 6 Atomic force microscopy images of rippled structure
„a… generated at near normal incidence with 400 pulses of a
single beam of p-polarized light at a fluence of 0.8 J/cm2. The
direction of the projected electric field of the electromagnetic
wave is also indicated and „b… irradiated by 50 pulses at a laser
fluence of 0.7 J/cm2, using a p-polarized single beam and in-
cident angle of 38.5 deg. Notice tiny little “fingers” in lower rim
of fringes and asymmetry in fringe profile taken in downward
direction †104‡.
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and rapid solidification of the thin channel, dividing the molten
pool into front and rear sections. Usually the first hump that oc-
curred was a bulged hump. Subsequent humps were either bulged

or elongated. If the backward flow rate was not as high, elongated
humps were usually formed after the first hump. The slope of the
leading edge of a gouging region efficiently redirects the down-
ward momentum of incoming droplets toward the back of weld
pool, increasing the velocity of the backward fluid flow. A gouged
region also helps to constrain the melt deposit laterally, which
promotes hump formation. Hu et al. �114� provided an elaborate
three-dimensional computation to simulate interactions between
droplet impingement, electromagnetic force, plasma arc force, and
Marangoni effects on transient pool shape, temperature, velocity,
and species distributions in GMAW. It showed that the pool was
opened as a result of droplet impingement, and its close-up was
caused by liquid pressure. Rippling or humping was affected by
complicated periodic impingement of droplets, weld pool dynam-
ics, and solidification.

High-speed video observation images of the humping in molten
pool in LBW are shown in Fig. 7�B� �44�. The molten pool had a
narrow width of about 2 mm. A humping was gradually formed at
the rear end of the molten pool rather than at the laser-irradiated
position. The humping appeared to be caused by superimposed
production of melt back flow accompanied by laser-induced
plume and higher surface tension induced by the narrow molten
pool width. Detailed descriptions of swelling of the pool were also
extensively provided by Arata et al. �126� and Irie et al. �127� in
electron beam keyhole welding.

Humping mechanisms summarized by Soderstrom and Mendez
�37� include the Marangoni, compound vertex, hydraulic jump,
capillary instability, and arc induced humping models. They were,
respectively, referred to convection induced by Marangoni force,
vortex flow induced by surface tension and electromagnetic
forces, flow beyond a critical velocity due to hydraulic jump phe-
nomenon, instability induced by surface tension, and flow induced
by arc pressure balanced by capillary and hydrostatic pressures.
Nguyen et al. �49� also proposed humping resulted from Rayleigh
jet instability, arc pressure, supercritical flow, and curved wall jet
models. In fact, capillary instability model is Rayleigh jet insta-
bility, hydraulic jump is related to supercritical flow, and arc in-
duced humping is arc pressure models. The enhanced backward
flow caused by the curved wall jet is solely a consequence of the
impact of the filler droplets in GMAW. Mechanisms of humping
and undercutting are described as follows:

1. Rayleigh’s capillary instability. The Rayleigh’s instability
theory is referred to instability of a thin free liquid cylinder.
As time proceeds, such a column develops corrugations in
its shape and ultimately breaks into discrete drops. In view
of apparent similarities between capillary jet instability and
humping phenomenon, Bradstreet �18� proposed for the first
time that humping could be explained by Rayleigh’s capil-
lary instability during GMAW. He considered internal pres-
sure being inversely proportional to radius of a cylinder to
balance surface tension in the Young–Laplace equation.
Since the onset of Rayleigh’s instability was when the wave-
length of a disturbance imposed upon the cylinder exceeded
its circumference, he therefore suggested that humping oc-
curred due to breakage of the cylindrical liquid metal and its
premature solidification when the length of the weld pool
exceeded this critical length. This relation, however, is
purely geometrical and independent of surface tension of the
liquid. Gratzke et al. �128� extended the Rayleigh’s instabil-
ity analysis to find the conditions at the contact line along
the edge of a liquid deposit and determine whether humps
form. If a molten bead on a surface satisfies the wetted con-
dition, meaning that the internally measured contact angle is
less than � /2, it is not susceptible to hump formation by
capillary instability with the critical length

Fig. 7 Video observation of humping: „A… GMAW †58‡ and „B…

LBW †44‡
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However, in the welding application, the wetting and spread-
ing of molten metal is controlled not only by surface ener-
gies at the interface of liquid, solid, and gas phases but also
by heat transfer and phase transformation �129�. That is, the
spreading of molten metal is arrested when the metal
freezes. Therefore, the humping phenomenon during the
high speed welding process is not fully explained by capil-
lary instability. Albright and Chiang �29� used Rayleigh’s
capillary instability to successfully predict the onset of peri-
odic hole formation in LBW, even though liquid velocity
was the welding speed, cylinder area was the cross-sectional
area of the weld, temperature was uniform and no solidifi-
cation took place. It is interesting to find that the parallel
humping and bead cylinder morphologies are inverse phe-
nomenon �see Figs. 2�b� and 2�c��.

2. Kelvin–Helmholtz instability. Tytkin et al. �130� theoretically
studied the mechanism of a coarse flaky surface of weld
pool under high power conditions. The pressure component
that coincided in phase with the profile of the surface be-
came so high that the free surface changed from the static to
wavy states. This is Kelvin–Helmholtz instability. The insta-
bility of the front wall on the side of the tail part of the pool
induced waves on the surface, which reached the solidifica-
tion front and formed a coarse flaky structure of the weld
structure. By ignoring shear stresses and pressure compo-
nent in phase with the slope of the wave and assuming aero-
dynamic pressure being proportional to displacement of the
free surface, periodic solutions of Young–Laplace equation
was found. Kumar and DebRoy �131� proposed a more ap-
propriate and general model to predict the onset of humping
based on Kelvin–Helmholtz instabilityin GTAW. Gas and
liquid pressures required in Young–Laplace equation were
determined by solving complete fluid equations, by account-
ing for different densities of the shielding gas and molten
metal, weld pool size, shear stresses, surface tension, and
thermocapillary force of the molten metal. The shielding gas
velocity was calculated from an analytical relation. The pre-
dicted critical welding speed for humping versus arc current
for different shielding gases, electrode tip angles, and low
ambient pressures agreed quite well with experimental re-
sults available in the literature.

3. Hydraulic jump. Shimada and Hoshinouchi �39� proposed
that the theory of hydraulic jump was responsible for forma-
tion of humping �see Fig. 3�B��. It can be seen that humping
is a consequence of a jump of a weld pool at the rear. The
hydraulic jump is similar to the pipe expansion, kitchen sink,
or a vertical liquid jet impinging on a horizontal surface and
spreads out radially on the surface. Hydraulic jump has two
types of states depending on the depth of liquid in the down-
stream region, as illustrated in Figs. 8�a�–8�c� �132�. Type I
jump is the standard circular hydraulic jump in which the
flow near the free surface is radially outward, whereas the
interior flow exhibits a recirculating region just downstream
of the jump. Type IIa jump is similarly marked by a subsur-
face “separation bubble,” but also by a region of reversed
surface flow adjoining the jump. As the outer depth in-
creases further, the jump transforms into Type IIb jump
marked by a tiered or “double-jump” structure. If flow rate is
high, the jumps become irregular in time and space. In view
of a thick molten layer and strong back flow, humping takes
place in the rear of weld pool �39�. Figure 9 shows the
etching of regular holes in Mo films with an Ar+ laser beam
immersed in Cl2 atmosphere �133,134�. It can be seen that a
“starlike” or finger structure develops as well as the number
of rays increases with increasing laser power. Due to the
strong eject of liquid flow, hydraulic jump seems to play an

important role in humping formation. Mathur et al. �135�
experimentally found that in the absence of gravity a hy-
draulic jump can be created by surface tension in spreading
submicron molten metal droplets created by pulsed laser ab-
lation. A careful control of initial conditions leads to solid
femtoliter cups of gold, silver, copper, niobium, and tin.

Fig. 8 Schematic sketch for two states in hydraulic jump †132‡

Fig. 9 Photographs of a “starlike hole” in etching Mo films
with an Ar+-laser in Cl2 atmosphere with powers „a… 10 mW, „b…
20 mW, „c… 50 mW, „d… 100 mW, „e… 500 mW, and „f… 150 mW
†133,134‡

Journal of Heat Transfer MARCH 2011, Vol. 133 / 031005-9

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4. Fluid flows. Many theories have been proposed to interpret
humping formation strongly affected by convection. Paton et
al. �25� and Mendez and Eagar �38� proposed a theory of arc
induced humping based on the pressure under heating ranges
of the arc. Nguyen et al. �58� proposed a curved wall jet
model to describe humping. Humping resulted from strong
back flow of the liquid layer enhanced by the redirected
filler droplets after hitting the sloping leading edge of the
weld pool. Lin and Eagar �136� explained humping by a
compound vortex theory based on electrically driven rota-
tional flow. Mills and Keene �11� proposed that humping
resulted from Marangoni force. High sulfur steel has a posi-
tive surface tension gradient that induces inward fluid flow
on the weld pool surface. This flow elevates the pool surface
at the center and depresses it near the edge, being suscep-
tible to hump formation. Undercutting, however, would not
occur in the case of negative surface tension coefficient,
which induces an outward surface flow. Apparently, a posi-
tive surface tension coefficient is not the only criterion for
onset of humping. Finding the unified theory to interpret
humping encountered in different welding and manufactur-
ing processes is challenging.

3 Thermal Science Analysis of Surface Patterns
Rippling or humping is determined by the formation of capil-

lary wave on the free surface, as mentioned previously. Under
surface tension, the pressure differences created at a curve inter-
face support deformation of the interface known as capillary
wave. Mathematically speaking, it is governed by Young–Laplace
equation

p� − pg = �� 1

R1
+

1

R2
� �5�

Any physical or chemical variables affecting pressures at the in-
terface are responsible for capillary wave and rippling or humping
formation. Hydrodynamic instabilities �80�, such as thermocapil-
lary instability, Kelvin–Helmholtz instability, Rayleigh–Taylor in-
stability, and instability due to recoil pressure from evaporation,
are, respectively, resulted from a change of dynamic pressures
induced by surface tension difference along the free surface, ve-
locities and densities across the free surface, and evaporation on
the free surface. Therefore, the onset and mechanisms of instabil-
ity are determined from perturbed Eq. �5� by substituting per-
turbed liquid and gas pressures, obtained by solving perturbed
fluid flow equations in the liquid and gas. However, if unsteady
deformation of the free surface is of interest, an evolution equa-
tion derived from the kinematic condition of the free surface can
be effectively used for prediction. The factors affecting surface
patterns are briefly described as follows:

Kelvin–Helmholtz instability. Kelvin–Helmholtz instability is
the simplest and widely encountered instability, derived from
Young–Laplace equation, where liquid and gas pressures are de-
termined from Bernoulli’s equation with specified constant liquid
and gas velocities, U�0 and Ug0, far away the location considered.
Since the dominant forces are inertial and capillary forces, small
deformation of the free surface can be effectively determined by
scaling equation �A4�,

p� − pg 
 ���U�0 − c�2 	c

h�0
+ �g�Ug0 − c�2 	c

hg0
� �

	c

�KH
2 �6�

Scale analysis is conducted by considering two dominant terms in
an equation as the same order of magnitude. These terms are then
evaluated or scaled by linear approximations �137�. Equation �6�
shows that perturbed liquid and gas pressures are antiphase with
small deformation �	
0 for upward deflection in this work� of
the free surface. Provided that deformation is toward the gas, the
perturbed pressures are increased and decreased in the liquid and
gas, respectively. This results in a further increase in deformation.

In fact, perturbed pressure can also be in phase of the slope of
deformation, giving instability, namely, Miles mechanism, from
normal stress induced by viscous stress and sheltering effect on
the lee side of a wave, respectively �138–141�. Instability induced
by Miles mechanism therefore gives rise to short wave from weak
wind, whereas Kelvin–Helmholtz instability raises longer waves
from strong wind �142�. In the case of hg0→�, wave speed c
=Ug0 to satisfy conservation of mass, as can be found from Eq.
�A5�. Provided that wave numbers in depth and horizontal direc-
tions 1 /h�0�1 /�KH, as proposed by Yih �143�, the rippling spac-
ing estimated from Eq. �6� is found to be

�KH �
�

���U�0 − Ug0�2 �7�

which is identical to the result from Hogan and Ayyaswamy �141�.
Equation �7� indicates that wavelength of ripples due to Kelvin–
Helmholtz instability reduces if the difference in velocities be-
tween gas and liquid increases. Provided that gas velocity is 10
m/s, the length for roughness in ordinary liquid metals is around
10 �m. It is within a relevant range of rippling spacing, as men-
tioned previously. Since velocity difference is of the second
power, roughness induced by Kelvin–Helmholtz instability de-
creases rapidly. Kelvin–Helmholtz instability can be modified by
heat and mass transfer, compressibility, and viscosity ratio be-
tween two layers �144–147�.

Rayleigh–Taylor instability. The pressure involved in Rayleigh–
Taylor instability is hydrostatic pressure, which is a function of
gravitational acceleration and the depth location considered. The
pressure difference induced by a surface deformation thus is given
by

p� − pg = − ��� − �g�g	 �8�

Scaling ��2	 /�x2��	c /�RT
2 , Eq. �5� by substituting Eq. �8� or

Eq. �A4� by ignoring inertial force, gives the surface roughness
induced by Rayleigh–Taylor instability

�RT =	 �

g��� − �g�
�9�

which is also the critical wavelength for onset of Rayleigh–Taylor
instability �85,143�. Rayleigh–Taylor instability occurs when a
heavier liquid overlies a lighter liquid subject to gravitational
force in the downward direction. Provided that deformation is
toward the lighter fluid, a positive perturbed pressure deviated
from the base state results. A negative perturbed pressure simul-
taneously results from deformation toward the heavier liquid.
Hence, deformation further increases. At later times, initial pertur-
bations grow into spikes of heavier fluid “falling” into lighter fluid
and bubble of the lighter fluid “rising” into the heavier fluid.
Rayleigh–Taylor instability in the literature therefore has also
been stated to occur when the pressure and density gradients are
in opposite directions, or a lighter fluid pushes or accelerates a
heavier fluid �148�. It can be seen from Eq. �9� that Rayleigh–
Taylor instability depends on the direction of gravitational accel-
eration or relative positions between liquid and gas. Acceleration
may be different from earth’s gravity. In this case, gravitational
acceleration in Eq. �9� is replaced by dvi /dt. Rayleigh–Taylor in-
stability can also occur at a material interface or an interface sepa-
rating fluid of different densities through which a blast wave has
been transmitted from a heavier to a lighter fluid. In this case, the
instability induced by an impulsive interface is Richtmyer–
Meshkov instability, as mentioned previously �149,150�. Hence,
Richtmyer–Meshkov instability is often referred to as impulsive
or shock-induced Rayleigh–Taylor instability. The interface defor-
mation containing spikes and bubbles can be predicted from the
kinematic condition and Bernoulli’s equation subject to an impul-
sive force �151�. In high intensity welding or other manufacturing
processes, high energy produces shock waves propagating with
discontinuities of densities, pressures, and velocities in different
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magnitudes and directions. Provided that an interface between two
fluids subject to an oblique shock, it will give rise to complicated
evolution of perturbations at the interface. The normal component
of the shock generates Richtmyer–Meshkov instability, and the
parallel component generates Kelvin–Helmholtz instability. If a
constant normal acceleration is also present, it induces Rayleigh–
Taylor instability, depending on the sign of gravitation force and
difference in densities between two fluids. Accounting for interac-
tive mechanisms affected by an oblique shock can refer to ana-
lytical description by Mikaelian �152�. Rayleigh–Taylor instability
can be modified by Marangoni force, heat and mass transfer, com-
pressibility, and phase change �145,153,154�. Piriz et al. �155�
interestingly applied Newton’s second law for an intuitive and
physically appealing explanation of the physical mechanisms un-
derlying Rayleigh-Taylor instability affected by surface tension
and viscous stresses.

Rayleigh’s capillary instability. Rayleigh’s capillary instability
is a crucial factor to understand a bulged region of humping or
gouging. The gouged region exhibits an inverse feature of the
bulged region �see Fig. 2�a��. Rayleigh’s capillary instability can
be derived from Young–Laplace equation evaluated at two loca-
tions,

pA − p� = ��� �2	

�x2�
A

+
1

rA
�, pB − p� = ��� �2	

�x2�
B

+
1

rB
�

�10�

where terms on the right-hand side of the equality sign are surface
tension induced by two principal curvature. Subtracting between
Eq. �10� leads to

pB − pA 
 ��� �2�

�x2 �
A

−
�

rA
2 � �11�

where amplitude of humps �	B−	A=rB−rA. Radius rB is at a
location B near the minimum radius rA. The first term on the
right-hand side of Eq. �11� evaluated at location A thus is positive,
whereas the last term is a fixed value. Provided that the wave-
length of surface deformation is short, this leads to a higher posi-
tive curvature and higher positive value of the first term. The
positive difference in pressures between pB and pA thus induces a
flow from locations of pB to pA and tends to restore the cylindrical
form. The system therefore is stable. On the other hand, if the
wavelength of deformation is large, the positive curvature of the
first term on the right-hand side becomes small. The right-hand
side may become negative. The flow thus is from location rA to rB,
leading to an unstable system and breakup of the cylinder into
droplets. Since the difference in pressures at two locations affects
instability, the minimum wavelength for onset of instability is the
balance between two components of capillary pressure. That is,
two terms on the right-hand side of Eq. �11� must be of the same
order of magnitude. This leads to �R min� rc �85�. Rayleigh’s cap-
illary wavelength �R can be estimated from radial momentum
equation and kinematic condition of the free surface,

�w

�t



1

�

�p

�r
and w 


�rs

�t
�12�

which are scaled to give tc=rc
	� /pc. Liquid pressure can be

scaled as � / rc from a normal stress balance with capillary pres-
sure. Substituting scales of liquid pressure and tc=�R /uc, the criti-
cal length for instability yields

�R = uc	�rc
3

�
�13�

which was first derived by Rayleigh �85� for �R min
�R=rc. A
liquid cylinder therefore is unstable and breaks up into a series of
distinct droplets for a disturbance having wavelength greater than
�R. The effect of surface active solute on Rayleigh’s instability
was also described in detail by Miller and Neogi �80�. Stability of

a bead should also depend on the boundary conditions at its con-
tact lines on the surface. Davis �156� derived a disturbance kinetic
energy equation in a form of a damped linear harmonic oscillator
equation to find sufficient conditions for stability of rivulet. It was
found that like Rayleigh’s liquid cylinder, the beads whose contact
angle remains fixed at an equilibrium value while the contact lines
are free to move, and the beads whose contact angle depends on
the contact line speed, but reduces to an equilibrium value at zero
speed are unstable for some disturbance wavelength. On the other
hand, a perturbed bead whose contact lines are arrested in a par-
allel state, while the contact angle is free to change will be stable
if contact angle is less than 90 deg. Schiaffino and Sonin �34�
experimentally studied the formation and stability of small-scale
beads of wax deposited onto a cold solid surface by sweeping a
droplet stream over it. It showed that a molten bead forms with
parallel contact lines which have been arrested by freezing while
the bead itself is still largely in a liquid state, and that the still
molten material is stable when the contact angle is less than 90
deg, and unstable when it exceeds 90 deg, consistent with Davis’s
theory. Gau et al. �157� experimentally found that cylindrical seg-
ments for water on hydrophilic stripes with the apparent contact
angle less than 90 deg did not break up into droplets, as would be
expected. It displayed long-wavelength instability where all ex-
cess fluid gathered into a single bulge on a hydrophilic stripe.
Based on the finding of Gau et al., Speth and Lauga �158� theo-
retically confirmed their results by performing a linear stability
analysis together with a collocation method to predict instability
of the capillary flow in the inviscid limit on a surface. It was
found that the cylindrical segment is linearly unstable if and only
if their apparent contact angle is larger than 90 deg. The most
unstable wavenumber for the instability—the one which was ob-
served in an experimental setting—decreases to zero when the
apparent fluid contact angle reached 90 deg. The creation of
bulges in the experiment corresponded with a zero-wavenumber
capillary instability �157�. The gouged region determined by vis-
cous liquid layer flow and two components of capillary pressure,
for example, can refer to apply an evolution equation with a thin
film approximation and small-slope approximation to study
breakup of a liquid film in a cylindrical capillary, respectively
�159,160�.

Morphological instability due to solidification. Temperature at
the solid-liquid interface is governed by Gibbs–Thomson equation
�161�.

Ts − Tm =
�Tm

�hs�

�2	

�x2 + mC �14�

where the slope of the liquidus line �m� is negative in a dilute
solution. Equation �14� shows that interfacial temperature be-
comes lower than the normal melting temperature by surface ten-
sion effect associated with forward deformation of the interface
and solute accumulation in the course of solidification. The net
deviation of temperature and concentration profiles from the base
state near the solidification front can be approximated as

Ts − Tm − mC � �GT − mGc�	c �15�
where the base temperature and concentration gradients are, re-
spectively, positive and negative in the course of solidification.
Surface curvature on the right-hand side of Eq. �14� is scaled as
�2	 /�x2�−	c /�M

2 , where the negative sign is introduced due to
negative curvature for a positive deflection of the interface. Sub-
stituting Eq. �15� into scaled Eq. �14� gives

�M �	 �Tm

�hs��mGc − GT�
�16�

which is identical to the perturbation result from Kurz and Fisher
�161�. Morphology of the interface thus becomes unstable by de-
creasing surface tension �92� and increasing constitutional super-
cooling �namely, mGc−GT
0� �93�. Temperature and concentra-
tion gradients in Eq. �16� are implicitly affected by many factors
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involving solidification rate, thermal conductivities, and convec-
tion �92,161�. In the case of evaporative driven morphological
instability �96�, solute supersaturation is induced by evaporation.
Equation �16� thus is modified by replacing solute gradient Gc
=jCs�,0 /�D from satisfaction of one-dimensional solute conserva-
tion, where C0,s� is the solute concentration in the liquid on the
solid-liquid interface at the base state.

Instability due to evaporation. Instability due to evaporation of
a semi-infinite liquid heated below is susceptible to instability, as
first studied with a linear stability analysis by Prosperetti and
Plesset �162�. However, the liquid layer is heated from above
�dT /dz
0� in welding and manufacturing processes. To study
instability due to evaporation, Young–Laplace equations at a given
location, and a location at the base state which is far away from
the location considered, respectively, give

p� − pg = j2� 1

�g
−

1

��
� − �

�2	

�x2 , p�0 − pg0 = j0
2� 1

�g
−

1

��
�

�17�

where the first terms on the right-hand side of equality sign rep-
resent evaporation or condensation at the location considered and
base state, respectively. Subtracting between Eq. �17� and consid-
ering uniform gas pressure leads to

p� − p�0 

2j0

�g
�j − j0� − �

�2	

�x2 �18�

where perturbed evaporation rate can be determined by

j − j0 = � dj

dT
�

0
Ts� = � dj

dT
�

0
�dT

dz
�

0
	 �19�

The critical wavelength then can be found by scaling Eq. �18� and
substituting Eq. �19�

�E =	 �g�

j0� dj

dT
�

0
�dT

dz
�

0

�20�

differentiating Eq. �18� after substituting Eq. �19� gives

�p�

�x
=

2j0

�g
� dj

dT
�

0
��dT

dz
�

0

�	

�x
+ � �2T

�x � z
�

0
	� −

d�

dT

�Ts

�x

�2	

�x2 − �
�3	

�x3

�21�

where three terms on the right-hand side, respectively, represent
horizontal variations of pressure due to evaporation or condensa-
tion, thermocapillary force, and capillary pressure. For a liquid
irradiated by an incident flux, temperature is highest at the free
surface. Its base state is referred to an equilibrium temperature at
the flat interface subject to a uniform mass transfer. As the free
surface is disturbed, a deformation that is closer to the bottom
surface than the flat surface is at a temperature lower than the
equilibrium temperature, meaning that lower evaporation will take
place at a location near the bottom surface than the base state �see
Eq. �19��. On the other hand, a deformation away from the bottom
surface leads to greater evaporation rate than that at the base state.
Liquid pressure therefore is dropped from the surface crest to
trough, as can be seen from the first term in the parenthesis on the
right-hand side of Eq. �21�. The induced flow from the crest to
trough thus reduces surface deformation, leading to stability due
to evaporation. On the contrary, a liquid heated from below is
susceptible to instability due to evaporation �162�. However, the
second term in the parenthesis of Eq. �21� reveals evaporation
may induce instability subject to base temperature variation along
the free surface. For typical welding process, the vertical gradient
of the base temperature along the free surface increases in the
outward direction �2T /�x�z
0 near the pool edge, as can be
revealed from the isothermal fields in roughly spherical shape
�115�. Provided that surface deformation is toward the bottom 	

�0, the temperature at the crest, which is close to the pool edge,
can be lower than that at the trough. This is attributed to an in-
crease in the vertical gradient of base temperature along the free
surface in the outward direction. The positive value of the first
term in the parenthesis thus can be overriden by a negative value
of the second term. The decrease in pressures therefore drives the
liquid from the trough to the crest and leads to instability. Zhang
and Chao �163� observed polygonal tessellation for a liquid layer
subject to evaporation and thermocapillary force, and cooling
from below. Surface flow of the liquid was radially outward in any
polygon. Instability thus was interpreted as a result of high evapo-
ration, which reduced surface temperature near the edges of the
polygons and gave rise to a further increase in thermocapillary
flow. Formation of ripples and corrugations near the edge further
increased evaporation, reduced surface temperature, enhanced
thermocapillary flow, and gave rise to instability. In fact, an in-
crease in surface temperature enhances evaporation rate �see Eq.
�19��. As mentioned previously, instability due to evaporation and
outward surface flow should be a an increase in positive vertical
temperature gradient along the outward horizontal direction.

Thermocapillary instability. All pure liquid metals and alloys in
the absence of surface active solutes, such as O, S, Se, and Te,
have negative surface tension coefficient, d� /dT�0. A negative
surface tension coefficient induces an outward surface flow and
shallow pool. Aperiodic instability resulted from thermocapillary
force of a thin liquid layer heated from below was first found by
Pearson �81�. In this instability vertical gradient of temperature
�dT /dz�0� does not produce any macro flows. However, it can
lead to thermocapillary instability �80�. Thermocapillary instabil-
ity can be induced by either surface deformation �78� or ther-
mocapillary flow beyond a critical Marangoni number �77�. Ther-
mocapillary instability in the absence of the base flow can be
revealed from an evolution equation of a liquid layer derived from
Eq. �B5�,

�	

�t
= −

1

�

d�

dT�� �2T�

�x2 �
z=h0

+ �dT

dz
�

z=h0

�2	

�x2�h0
2

2
�22�

The terms on the right-hand side indicates that the horizontal
variation of perturbed thermocapillary force is comprised of the
horizontal variation of perturbed temperature gradient and curva-
ture of surface deformation. The former can be related to the
distribution of incident flux and deformation of the liquid layer.
That is, its scaling gives �2T� /�x2��	 / t�dT /dz, as can be ob-
tained from energy balance between horizontal conduction and
vertical convection. The horizontal variation of perturbed tem-
perature gradient for the first term on the right-hand side of Eq.
�22� therefore cannot be neglected if surface deformation is large.
Provided that surface deformation is slight, a liquid layer heated
from below with a negative surface tension coefficient in most
cases is unstable �80,81�. This is attributed to a more negative
deformation rate �	 /�t for 	�0, �2	 /�x2
0 and dT /dz�0, as
can be seen from the last term on the right-hand side of Eq. �22�.
Physically speaking, it is usually considered that an interface is
displaced toward a hot surface �80�. Local temperature at the
trough thus is hotter than other point on the deformed surface.
This results in an outward lateral flow from the trough to crest
along the interface. To conserve mass, liquid with high tempera-
ture flows upward from the interior to the surface of trough. Sur-
face temperature at the trough thus further increases and enhances
lateral surface flow from the trough toward crest. The system thus
is unstable and aperiodic instability and cells occur. This well-
accepted interpretation is incorrect. The perturbed vertical liquid
velocity should be downward due to an increase in thermocapil-
lary force and satisfaction of mass conservation, as can be seen
from Eqs. �B2� and �B3�. This leads to a further downward defor-
mation of the surface, giving rise to instability, as indicated from
Eq. �22� or �B5�. On the other hand, the free surface heated from
above subject to a negative surface tension coefficient may still
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cause instability �164,165�. This is a consequence of strong sur-
face deformation. Provided that the surface is strongly deformed
toward the bottom �	�0�, the first term on the right-hand side of
Eq. �22� becomes more negative �2T� /�x2�0, which can override
the second term for positive curvature of surface deformation
��dT /dz��2	 /�x2
0�. Referring to the last term on the right-hand
side of Eq. �22� or the case similar to the mechanism provided by
Pearson �81�, thermocapillary instability also takes place near the
edge of the molten pool, where d� /dT
0 in the presence of
surface active solutes subject to positive vertical temperature gra-
dient. This is another reason responsible for serious roughness
encountered in alloys having surface active solutes, as mentioned
previously. The effects of pulsation of incident flux on thermocap-
illary instability were analytically studied by Smorodin et al.
�166�. It has been known that the hydrodynamic disturbances are
supported by the thermal waves on the free surface, which also
affect the development of temperature disturbances. The distur-
bances of temperature during their growth uphold the disturbances
of vertical velocity component on the upper boundary and main-
tain the surface deformation. Thermocapillary instability subject
to a pulsed incident flux thus can be explained by the length ratio
between the penetration depth of the hydrodynamic disturbances
and depth of the molten pool. This length ratio can be estimated
by � /h�	Pr  /�h2, where the penetration depth of the hydrody-
namic disturbances is scaled as the length for momentum diffu-
sion ���	�t� in a time scale �1 /�� for the modulation of the
incident flux. As Pr→0, hydrodynamic disturbances supplied by
incident energy exist in a very thin shear layer near the free sur-
face in comparison with the molten pool depth. Hence, ther-
mocapillary instability readily occurred by decreasing Prandtl
number. A decrease in shear layer thickness and increase in mol-
ten pool depth are, respectively, responsible for thermocapillary
instability induced by high and low frequencies of laser beam.

Thermocapillary edge flow. Deformation of the free surface
near the solidification front is responsible for rippling formation.
Deformation of a free surface near a wall can be predicted by
Young–Laplace equation at two locations, which are away and
near the edge of the pool surface,

p0 − p� = − �
�2	0

�x2 , pe − p� = − �
�2	e

�x2 �23�

Subtracting between these equations and scaling give

pe − p0 � �m
a

w2 �24�

where surface deformation �	e−	0� is scaled as the average am-
plitude of ripples �a� within a spatial extent scaled by the pool
width. The pressure difference between two locations can be de-
termined from Bernoulli’s equation,

pe − p0 = �1 − Kloss��uc
2 �25�

where the loss coefficient is introduced to account for energy
losses encountered near the pool edge or solidification front. Since
the surface layer is expanded with velocities decreasing from 1
m/s to nearly zero in a short distance of 1 mm, and its direction is
turned downward as the pool edge is approached, the loss coeffi-
cient is selected to be near unity. In the absence of wall, the loss
coefficient is roughly zero. Substituting Eq. �25� into Eq. �24�, the
average amplitude of ripples is found to be

a�m

�2 = �1 − Kloss��ucw


�2

�26�

Equation �26� together with Eq. �3� was first provided by Wei et
al. �15� to successfully predict the average amplitude of coarse
ripples as a function of working parameters. Equation �3� is the
general expression for predicting the maximum surface speed in-
duced by thermocapillary force �167,168�. Based on the maximum
surface velocity of 1 m/s, pool width of 1 mm, and loss coefficient

of 0.99, rippling amplitude predicted from Eq. �26� is around a
reasonable value of 10 �m. The coarse rippling spacing thus is
10−4 m due to a relatively constant rippling spacing-to-amplitude
ratio around 40 �15�. Rippling therefore takes place from a rapid
decrease in thermocapillary surface flow and increases in liquid
pressure and deformation of the free surface from the central to
rear regions of the pool. The temperature difference in Eq. �26�
can be replaced by incident flux from its balance with conduction
at the free surface. In alloys containing a surface active solute, the
surface tension is found to be �169�

� = �m + c��T − Tm� − RgT�sat ln�1 + KC� �27�
The predicted surface tension as a function of temperature for iron
containing different surface active solute contents of sulfur and
oxygen from Eq. �27� is shown in Fig. 10�a� �169,17�. It can be
seen that surface tension decreases with increasing sulfur content.
On the other hand, the surface tension coefficient is positive for
low temperatures and high active solute content, whereas it be-
comes negative for high temperature. The importance of surface
active solutes on the flow pattern and weld pool shape was first
observed and proposed by Heiple and Roper �170�. The flow pat-
tern in the presence of surface active solutes at high temperatures
thus gives rise to an outward surface flow in the central region,
and an inward surface flow near the solidification front, as
sketched in Fig. 10�b� �17�. The flow pattern agreed with numeri-
cal predictions �171,172�. Inward surface velocity near the rear

Fig. 10 „a… Surface tension as a function of temperature for
different surface active solute contents of sulfur and oxygen in
iron †169,17‡ and „b… schematic sketch of Marangoni convec-
tion in the presence of a surface active solute †17‡
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edge of a pool containing a surface active solute can be scaled and
found to be �17�

uc �	d�

dT

�T

�w
�28�

Substituting Eqs. �27� and �28� into Eq. �26�, rippling on alloys
containing a surface active solute is found to be

a�m

�2 � Pr Ma� KCE

1 + KC
− 1� �29�

The scaled results from Eq. �26� together with Eq. �3�, or Eq. �28�
were found to agree with experimental data in welding Al 1100 or
steels containing oxygen and sulfur, as shown in Figs. 11�a� and
11�b�, respectively. As for humping in GMAW, GTAW, or keyhole
welding, the liquid metal velocity at the surface is enhanced by
liquid and gas pressures from the center or keyhole. Scaling sur-
face speed therefore is complicated. A simple and practical way to
simulate enhanced fluid flow and pressure is to introduce the

depth-to-width ratio with a correlated power index �4�. They are,
respectively,

uc = � h

w
�n��d�

dT

q

�k�
�2�

�
w�1/3

�30�

pe − p0 � �m
a

w2� h

w
�m

�31�

In low-power-density beam welding where the fusion zone depth
and width are roughly of the same magnitude, Eqs. �30� and �31�
reduce to Eqs. �3� and �24�, respectively. Introduction of the
depth-to-width ratio with positive indices n and m implies that an
increase in the fusion zone depth increases surface speed near the
pool edge, and enhances humping. The effects of beam focusing
characteristics and volatile elements on humping can also be ac-
counted by choosing appropriate values of index n and m �4�. This
is because an increase in the beam focusing characteristics and
existence of volatile element increase gas and liquid pressures
near the keyhole base �173� and increase liquid speed near the
pool edge. The scale analysis is found to agree quite well with
experimental data in welding stainless steel, carbon steels, and
aluminum alloy, as shown in Fig. 12.

Laser interactions. This ripple structure strongly depends on
incident angle, wavelength, and polarizations of a laser beam and
optical properties of workpiece, as shown in Table 1 �99�. It shows
that electromagnetic and thermal processes should be accounted
for studying fine ripples in microscale. To determine heat transfer
to rippled surface from a laser beam, Guosheng et al. �174� and
Sipe et al. �175� assumed small and more or less random initial
transverse variations in physical and electromagnetic properties of
the illuminated surface. These transverse variations were then
separated analytically into individual spatial frequency compo-
nents or sinusoidal space gratings along the material surface.
From grating diffraction theory, one can compute the diffraction
of the primary laser by any spatial frequency components. The
resulting total light intensity impinging on the surface can then be
evaluated from superposition of the primary wave plus these scat-
tered light waves. Brueck and Ehrlich �176� also analyzed the
light intensity of a laser beam coupled with surfaces, which can
propagate plasmon, polariton, or other guided surface wave
caused by the same random initial disturbances in the surface
properties. The interactions between polarized laser beams and

Fig. 11 Comparison between measured and predicted ampli-
tude of ripples in EBW of „a… Al 1100 †15‡ and „b… alloys con-
taining a surface active solute †17‡

Fig. 12 Comparison between scaled and measured average
pitches of humps or coarse ripples versus dimensionless pa-
rameter governing incident flux and surface tension coefficient
of alloys in the absence of volatile elements †4‡
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rippled solid or liquid surfaces of metals and semiconductors, and
dielectrics were extensively reviewed by Akhmanov et al. �177�.
Following their coordinate systems, the z and y are, respectively,
pointed into the workpiece and along the direction of wave vector
or grating vector q of the rippled surface. If the first-order diffrac-
tion from a rough surface is taken into account, the electrical field
outside the workpiece �z�	�r , t�, r=xi+yj� is a superposition of
the incident and reflected waves Ei and Er with frequency �, and
two diffracted waves Es� and Eas� with frequencies �s and �as and
wave vectors ks and kas, respectively,

E = �Eie
ikzz + Ere

−ikzz�exp�ikty − i�t� + �
�=s,as

E�� exp�ik� · r + ��z

− i��t� + . . . �32�

where wave numbers kz and kt are the projections of the wave
vector ki �ki=� /c� of the incident laser on the z axis and flat
plane z=0, respectively, whereas index �=s, as stands for Stokes
and anti-Stokes waves, respectively. On the other hand, the elec-
trical field inside the workpiece �z�	�r , t�� is the sum of the
transmitted wave and two diffracted waves,

E = Et exp�ikty − �z − i�t� + �
�=s,as

E� exp�ik� · r − ��z − i��t�

+ . . . �33�

Frequencies, wave vectors, and wave numbers of electrical fields
in Eqs. �32� and �33� are

�s = � −�q, �as = � +�q, ks = kt − q, kas = kt + q

�2 = kt
2 − ki

2�, ��
2 = k�

2 − ki
2�, ��

2 = k�
2 − ki

2 �34�

Equations �32�–�34� are automatically satisfied by Maxwell’s
equations. Amplitudes of electrical fields in Eqs. �32� and �33� are
determined from continuities of tangential components of electric
and magnetic field intensities at the rippled surface. After some
mathematical manipulation, they are found to be

Etx =
2kz

kz + i�
Eix, Ety =

− 2i�kz

kt�kz� + i��
Eiz, Etz =

2kz

kz� + i�
Eiz

�35�

E� = −
2kz�� − 1�
��� + ��

	���Ei� �36�

where ��Ei� is a function of the incident electric field and elec-
trical properties. Rippling amplitudes 	s=	c, 	as=	c

� where su-
perscript “ �” stands for complex conjugate. It is noted that a
resonance can take place if the denominator of Eq. �36� is small.
That is, for metals or semiconductors with permittivities ���0,
�������, and �����1 the part in front of function ��Ei� in Eq.
�36� can be approximated by

ki�� − 1�
��� + ��



ki

	������k� − i�p�
�37�

where

�k�  k� −	 ����
���� − 1

ki 
 k� − ki, �p 
ki��

2����2
� ki �38�

Provided that the difference in wave numbers between Stokes or
anti-Stokes waves and incident electric field �k�→0, Eq. �37� by
substituting the second relation from Eq. �38� leads to

�−
ki�� − 1�
��� + ��

� 

ki

	�����p

� 1 �39�

The resonance for high electric field is a phenomenon important
for interpretation of the generation of surface structures. The in-
terference of diffracted waves and the wave that traveled into the
workpiece results in a spatially nonuniform distribution of tem-
perature. The induced forces after melting enhance the initial
modulations of the surface ripples, giving rise to capillary waves
and surface roughness. The solution procedure, for example, can
be described as follows. The evolution equation of a liquid layer is
given by Eq. �D1�,

�h

�t
+

d

dx�
0

h

udz = −
j�T�
��

�40�

where temperature for evaporation is determined by energy equa-
tions including interactions among laser beam, rippled surface,
and thermal convection

�T

�t
+ u · �T = �2T + f0e−��+���z + �fse

iq·r−��s+�
��z

+ fase
iq·r−��as

� +��z�	 �41�

The last terms of Eq. �41� are obtained from energy absorption
due to electrical field E ·�D /�t, where the displacement vector
D=�E. Energy absorbed due to magnetic field H ·�B /�t, where
magnetic field intensity H=B /� can also be included if needed.
Therefore, functions f0, fs and fas characterizing intensities and
interactions of laser energy with surface roughness in Eq. �41� are
given by

f0 =
���

2�cp
�Et�2, f� =

���

2�cp
Et · E� �42�

In an s-polarized laser beam, these functions found from Eq. �41�
are, respectively

f0 =
2���kz

2

�cp�kz + i��2
�Ei�2 �43�

Table 1 Orientation and period of ripples. The mechanism considered is based on laser-
induced evaporation †99,177‡.

Permittivity �=��+i�� ���−1 −1����0 0����1 ��
1
Type of grating Normal Anomalous Anomalous Normal

Orientation and period �s polarization�

q �Eix,
�L

	n�2 − sin2 �i
q�Eix, 0�q�ki

q�Eix,
�L

�	��� sin �i�

q �Eix,
�L

	n�2 − sin2 �i

Orientation and period �p polarization�

q �Eiy,
�L

n�� sin �i q�Eiy, 0�q�ki

q�Eiy,
�L

	�� − sin2 �i

q �Eiy,
�L

n�� sin �i

Note: n�2=1+ �n+��2 / �n2+�2�2 for ����1 with 	�=n+i�, n�2= ���� / �����−1�
1 for ���−1 �surface electromagnetic wave�.
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fs = f0�� − 1���s�s sin2 �s

��s + �s
−

ki
2 cos2 �s

�s + �s
� �44�

In the case of a p-polarized laser, they are, respectively,

f0 =
2���kz

2

�cp��kz + i��2
���2 + kt

2

ki
2 �Ei�2 �45�

fs =
2���kz

2�1 − ��
�cp��kz + i��2

���2�ks
2 sin2 �s − �s�s� + kskt�ktks + ��s�

� − ��s�cos �s�
ki

2���s + �s�
�Ei�2 �46�

where cos ��= �kt ·k�� /ktk�. Functions fas for s- and p-polarized
waves are obtained from Eqs. �44� and �46� by substituting �, ks,
�s, �s, �s, � by ��, kas, �as, �as� , �as

� , and ��, respectively.
Hydraulic jump. Studying hydraulic jump has conventionally

assumed liquid pressure to be hydrostatic pressure. However, hy-
draulic jumps can also be induced by surface tension if scales are
less than micrometer. The hydraulic jump occurs if the pressure
gradient becomes increasingly adverse as the flow proceeds down-
stream and attains a magnitude large enough to counter the rel-
evant effects. As derived in Eq. �C4� together with Eq. �C5�, the
equation governing hydraulic jump is

−
1

2
�g�h2 − h0

2� + ��
0

x

h
�3h

��3d� =
Q2

�
�1

h
−

1

h0
� �47�

Finding the roots of Eq. �47� gives the relation between the two
depths of the jump. At the hydraulic jump, the height of the liquid
suddenly varies and the flow also changes from a rapid supercriti-
cal flow to a slow subcritical flow �178�. Aside from the existence
of two kinds of steady state in a circular hydraulic jump, as men-
tioned previously, the axial symmetry-breaking instability was ob-
served by Ellegaard et al. �179�. They provided the first observa-
tion for the occurrence of polygonal patterns from breaking axial
symmetry of a circular hydraulic jump. Experimental results of
the width of the sides of the jump structure were found to agree
with scaled results provided by Bush et al. �132� by introducing
Rayleigh’s capillary instability from a balance between inertial
force and capillary pressure induced by the radius of curvature of
the jump in a vertical plane aligned with the mean flow. It is,
however, questionable about the horizontal wavelength of polygo-
nal patterns of polygons being linearly proportional to the radius
of curvature of the jump in vertical planes. With this assumption,

the wavelength of polygonal patterns �HJ2�R̄ /n=C1� /�uc
2,

where n is the number of the sides of the jump structure. The
wavelengths of polygonal patterns predicted from the scaling and
experimental measurements exhibited scattering by choosing cor-
relation constant C1=74�7.

Fingers. Fingers usually accompany with hydraulic jump �see
Fig. 9�. This is because pressure increases in the direction of the
moving interface, leading to Rayleigh–Taylor instability. The phe-
nomena are similar to a droplet impact on a solid surface �180�.
Allen �181� was the first to propose that the splashing of a droplet
impact on a surface is an example of Rayleigh–Taylor instability,
caused by a rapidly decelerating interface. Mundo et al. �182�
observed and found that splashing occurred when a dimensionless
splash parameter K	We Re1/4 exceeded a critical limit. Bhola
and Chandra �183� interpreted the splash parameter determining
the number of fingers from Rayleigh–Taylor instability governed
by Eq. �9� by introducing the ratio between the maximum radius
of the splat and droplet radius as a linear function of 0.25 power
of Reynolds number �184�. Bejan and Gobin �185� proposed a
scale analysis to scale the ring-shaped, splashing and needle-
shaped flows after a droplet impact on a solid surface. They scaled
the growth of the ring-shaped spread by

rc � uctc �48�

Splashing with n fingers occurs when Rayleigh–Taylor instability
is met. Replacing gravitational acceleration by uc / tc in Eq. �9� and
substituting rc=n�HJ from geometrical consideration lead to

rc � n	 �tc

uc��

�49�

Provided that time is short, Eqs. �48� and �49� indicate that radius
of the ring-shaped spread is less than wavelength of fingers. The
ring-shaped spread thus is free from fingers. On the other hand,
larger time results in the ring-shaped spread covered with n fin-
gers. Another relationship is required to determine the number of
fingers. They further proposed that fingers or splashing take place
at the moment viscous diffusion sweeps the entire cross section of
the ring or thickness. That is,

�� 	�tc � 	Aring �50�

where the cross section of the ring is determined from mass con-
servation between the droplet and ring-shaped spread

D3 � Aringrc � Aringuctc �51�

Combining Eqs. �48�–�51� gives the number of fingers, as derived
by Bhola and Chandra �183�

n � 	We Re1/4  K �52�

Bejan and Gobin �185� also scaled the length of a finger from
conservation of momentum and mass. They are, respectively,

��uc
2A � �L	A nAL � D3 �53�

where shear stress ���uc /	A. Regardless of a typing error for
the cross-sectional area, Eq. �53� leads to

L

D
�	Re

n
�54�

They also applied a constructal theory to find the optimal number
of fingers. Minimizing the sum of the length of a finger and radius
of the ring-shaped spread with respect to the number of fingers
leads to a more accurate optimal number of fingers, being propor-
tional to K2/5. The final diameter of splats that come to rest as a
disk was much greater than available experimental data as kine-
matic viscosity decreased. Except for needing a clarification of the
proposition from Eq. �50�, they contributed the deviation to be the
assumption for a laminar flow during spread of the droplet. In
welding or manufacturing determination of liquid velocity in Eq.
�49� is difficult because it depends on inertial and thermocapillary
forces, gravity, shear stress, solidification, and contact line effects.
Equations �48�–�54�, however, provide a systematical understand-
ing of a mechanism of bead formation. Morphology of fingers
have been extensively reviewed by Oron et al. �186� and Craster
and Matar �187�, and, for example, predicted by Thoroddsen and
Sakakibara �180�, Bussmann et al. �188�, Eres et al. �189�, and
Dunn et al. �190�, respectively.

031005-16 / Vol. 133, MARCH 2011 Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Evolution equation of film thickness. Surface patterns can be
effectively predicted by solving the different types of evolution
equations of liquid films, as thoroughly reviewed by Oron et al.
�186�, and Craster and Matar �187�. A rather general equation
governing thickness of a liquid film, for example, can be obtained
from Eq. �D6�. Accounting for an inclined surface subject to a
local heating, thermocapillary and capillary forces and neglecting
evaporation, Haskett et al. �191� presented a dimensionless form
of an evolution equation of film thickness

�h

�t
+

�

�x
�h2 − h3� = M�1 · �h2�1�� + D�1 · �h3�1h�

− �1 · �h3�1�1
2h� �55�

where temperature gradient along the free surface was specified
by ��T /�z�z=h0

�h� I��, and

� =
1

	2��x
2
exp�−

x2

2�x
2��1

2
�1 + tanh��y − �y���� �56�

Numerical results are shown in the left-part of Fig. 13. It is inter-
esting to find that the predicted fusion zone shape is quite similar
to the observed humping shape �see Fig. 2�a��. The deviation of
the liquid layer shapes along the centerline predicted by three- and
one-dimensional models indicated the importance of three-
dimensional analysis, as shown in the right-part of Fig. 13. In
order to predict more realistic surface patterns, it is feasible and
necessary to solve a relevant three-dimensional evolution equation
of the liquid film. They also applied Eq. �55� to study hydraulic
jump. However, the results for a horizontal liquid film met trouble
owing to the normalizing length involving sine of inclination
angle. An unsteady, two-dimensional study to solve evolution,
rupture and instability of a liquid layer on its crystal subject to
freezing and melting has been provided by Beerman and Brush
�192�. The governing equations were a coupled pair of strongly
nonlinear partial different equations governing the evolution of
interfaces separating the thin film of a pure melt from its crystal-
line phase and from gas. Accounting for capillary force, ther-
mocapillary force, latent heat for melting, van der Waals attrac-
tion, and solidification volume change effects, it was found that an
increase in gas temperature stabilized the liquid film. Strong os-
cillations resulted in rupture by the growth of standing or traveling
waves. Rupture times and the number of oscillations to rupture
increased as gas temperature increased. Large amplitude distur-
bances increased the maximum allowable temperature for insta-
bility and decreased the time to rupture. It is interesting to develop
a three-dimensional model further including gas flow and contact
angle effects to simulate realistic surface patterns.

4 Conclusions

The conclusions drawn are the following:

1. Studying pattern formation of weld beads on surfaces is
challenging with practical and academic importance. Under-
standing of the mechanisms is valuable for improving and
controlling properties of workpieces in welding and various
materials and manufacturing processing, such as droplet im-
pingement, spray, deposition, and heat treatment. Realistic
predictions of the weld bead defects involve not only ther-
mal, aerodynamics, physics, electromagnetics, optics, and
metallurgy, but also sciences of morphology, pattern selec-
tion, instabilities, and contact line dynamics. Phase transi-
tions between liquid and gas, and solid and liquid are also
included.

2. Inherent characteristics of rippling and humping on the sur-
face of weldment are different. For example, rippling and
humping roughness increase with decreasing and increasing
welding speeds, respectively. In contrast to rippling having
slight elevation in regular, arc-shaped topographic features
above the surface, humping is associated with periodic
swelling of molten pool on the surface. More clear defini-
tions and understanding of fine and coarse ripples and hump-
ing are needed.

3. Instability theories reveal tendencies of humping, gouging,
and rippling. Surface morphologies can be realistically pre-
dicted from three-dimensional evolution equations of the liq-
uid layer together with energy equation experiencing solidi-
fication.

4. Spaces and amplitudes of ripping and humping can be effec-
tively scaled by introducing liquid and gas pressures into
Young–Laplace equation at two locations. If pressures are in
phase or antiphase of deformation, space of roughness can
be simply predicted. Otherwise, multiple or interrelated am-
plitude and space of roughness can be found.

5. Any factor, which can induce pressure difference in Young-
Laplace equation, is responsible for specific surface patterns.
Aside from the above-mentioned factors, other factors such
as electromagnetic Lorentz force �pc�Ljc

2 /�uc�, viscous
stresses �pc��ucL /�2�, etc. are determinant to other types
of surface patterns.

6. Scale analysis can be effectively used to predict different
kinds of hydrodynamic instabilities and surface patterns.
Equation �26� is a general equation to scale different surface
patterns.

7. A more systematic category of different surface patterns is
needed.

Fig. 13 „left… A two-dimensional steady state solution and „right… comparison of the centerline profile „solid
curve…, with the corresponding one-dimensional solution „dashed curve… †191‡
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8. The effects of working parameters on secondary surface pat-
terns such as polygons, clovers, and fingering and rupturing
shapes after solidification are of interest.

9. The relationships between surface patterns and the associ-
ated undercutting, segregation, and porosity are of interest.

Nomenclature
a � roughness amplitude

A,Aring � cross sections of a finger and ring
B � magnetic flux density
c � wave speed
C � concentration
c� � surface tension coefficient of pure liquid metal
D � parameter governing gravitational force �191�,

droplet diameter or solute diffusivity
E � elasticity number �sat�H0 / ��c��Tm�
E � electric field intensity

f0 , fs , fas � function characterizing incident energy
g � gravitational acceleration

Gc,GT � concentration and temperature gradient
h � fusion zone or liquid layer thickness

H � magnetic field intensity
hs� � latent heat for solidification

I � specified constant correcting temperature
gradient

j � evaporation flux or electric current density
k � wave number or thermal conductivity
K � adsorption coefficient or splash parameter

Kloss � loss coefficient
L � finger length
m � slope of liquidus line
M � dimensionless parameter governing Marangoni

force �191�
Ma � Marangoni number �c��wqh /�k

n � normal direction, number of finger, or refrac-
tive index

nr � number of ripples per unit length
q, q � heat transfer, or wave or grating vector of sur-

face ripples
Q � flow rate
r � radius

R̄ � average radius
Re � Reynolds number ucD /�
Rg � gas constant

R1 ,R2 � radii of principal curvature
s � tangential coordinate
t � time
u � horizontal velocity component
U � Average or base velocity
w � vertical velocity component or fusion zone

width
We � Weber number ��Duc

2 /�
x,y � horizontal coordinates

z � vertical coordinate

Greek Letters
 � thermal diffusivity
� � permittivity, �=��+i��
� � dynamic viscosity or magnetic permeability
� � beam radius or electrical conductivity
� � surface tension or wave number
� � wave number

d� /dT � surface tension coefficient
�p � variable defined in Eq. �38�
�sat � saturation surface concentration, kg-mole /m2

� � function
�E � critical wavelength due to evaporation

instability

�HJ,�KH � critical wavelength of hydraulic jump and
Kelvin–Helmholtz instabilities

�M � wavelength for solidification morphology
�L ,�rip � wavelengths of laser and ripples
�R,�RT � critical wavelength of Rayleigh’s capillary and

Rayleigh–Taylor instabilities
� � temperature
� � incident angle
� � dimensional angular speed
�q � surface ripple frequency
�0 � contact angle
� � humping amplitude

�H0 � adsorption heat, J/kg mole
�k� � wave number difference, defined in Eq. �38�
	 � deformation of free surface, 	
0 toward up-

ward direction
� � viscous layer thickness
� � shear stress

Superscripts
m, n � empirical index

‘ � perturbed quantity or diffracted wave of inci-
dent electric field

� � complex conjugate

Subscripts
A,B � locations

as � anti-Stokes wave
c � characteristic or scaling quantity
e � pool edge
g � gas
i � incident
� � liquid

m � melting
r � reflection
s � solid, surface, or Stokes wave
t � transmitted or tangential
z � z direction
0 � base state
� � s, or as, namely, Stoke or anti-Stokes wave
� � ambient

Appendix A: Kelvin-Helmholtz Instability
Liquid and gas pressures in Eq. �5� along the free surface can

be found from Bernoulli’s equation,

p� +
1

2
��� �U�0 − c�h�0

h�0 + 	
�2

+ ��g�h�0 + 	� = p�0 +
1

2
���U�0 − c�2

+ ��gh�0 �A1�

For small deformation 	�h�0, Eq. �A1� reduces to

p� −
���U�0 − c�2

h�0 + 	
	 + ��g	
 p�0 �A2�

where c is wave velocity of the interface, Similarly, gas pressure is

pg +
�g�Ug0 − c�2

hg0 − 	
	 + �gg	
 pg0 �A3�

Substituting Eqs. �A2� and �A3� into Eq. �5� gives

���U�0 − c�2

h�0 + 	
	 +

�g�Ug0 − c�2

hg0 − 	
	 − ��� − �g�g	 = − �

�2	

�x2

�A4�

where reference pressures p�0=pg0 to maintain an initial flat sur-
face. Wave speed can be determined from conserving of mass.
That is,
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���U�0 − c�h�0 + �g�Ug0 − c�hg0 = const �A5�

which shows that the wave speed c=Ug0 for hg0→�, or c=U�0
for h�0→�.

Appendix B: Thermocapillary Instability
Perturbed shear balance Eq. �1� can be expressed as

�� �u�

�z
�

z=h0

+ �� �2U

�z2 �
z=h0

	 = �s� �B1�

where the perturbed shear stress is

�s� 

d�

dT�� �T�

�x
�

z=h0

+ � �T

�z
�

z=h0

d	

dx� �B2�

Assuming ��2u� /�z2=0 and satisfying the continuity equation,
free surface condition Eq. �B1� and no slip condition at wall z
=0 for the perturbed flow lead to

u� = �− � �2U

�z2 �
z=h0

	 +
�s�

� �z, w� = �� �2U

�z2 �
z=h0

�	

�x
−

1

�

��s�

�x � z2

2

�B3�

The kinematic condition is

�	

�t
= − U

�	

�x
+ w� �B4�

Substituting Eqs. �B1�–�B3�, Eq. �B4� becomes

�	

�t
= �− U + � �2U

�z2 �
z=h0

h0
2

2 � �	

�x
−

1

�

d�

dT�� �2T�

�x2 �
z=h0

+ � �T

�z
�

z=h0

d2	

dx2 �h0
2

2
�B5�

Appendix C: Hydraulic Jump
Pressure governing hydraulic jump can be obtained from mo-

mentum equations

−
�p

�x
=

��u2

�x
+

��uw

�z
, −

�p

�z
= �g �C1�

Integrating the first equation of Eq. �C1� over 0 z h and sub-
stituting no slip condition at z=0, and kinematic condition w
=u�h /�x give

ps
dh

dx
−

d

dx�
0

h

pdz =
d

dx�
0

h

�u2dz �C2�

Integrating Eq. �C2� along the x direction after substituting liquid
pressure p=�g�h−z�+ps obtained from the second equation of
Eq. �C1� gives

−�
0

x

h
dps

d�
d� −

1

2
�g�h2 − h0

2� =�
0

h

�u2dz −�
0

h0

�u2dz �C3�

Substituting Young–Laplace equation, p=−��2h /�x2 at z=h, Eq.
�C3� becomes

−
1

2
�g�h2 − h0

2� + ��
0

x

h
�3h

��3d� =�
0

h

�u2dz −�
0

h0

�u2dz

�C4�

The terms on the right-hand side can be approximately expressed
as

�
0

h

�u2dz −�
0

h0

�u2dz �
Q2

�
�1

h
−

1

h0
� �C5�

where mass flow rate Q is defined from mass conservation

Q =�
0

h

�udz =�
0

h0

�udz �C6�

Appendix D: Evolution Equation of Film Thickness
The shape or growth of a liquid layer can be determined by an

evolution equation

�h

�t
+

d

dx�
0

h

udz = −
j

��

�D1�

Consider velocity of the liquid layer is

u =
1

2�
z�z − 2h�

�p

�x
+
�z

�
�D2�

where shear stress is balanced by thermocapillary force �
= �d� /dT���T /�x+ ��T /�z��h /�x�z=h. Liquid pressure is given by

p = p� + �g�h − z� − �
�2h

�x2 +
j2

�g
�D3�

Mass rate in Eq. �D1� by substituting Eqs. �D2� and �D3� yields

�
0

h

udz =
1

�
�−
�gh3

3

�h

�x
+
�h3

3

�3h

�x3 −
h3

3

�

�x
� j2

�g
� +
�h2

2
�

�D4�
Substituting Eq. �D4� into Eq. �D1�

�h

�t
+

1

3�

�

�x
��h3 �3h

�x3� −
�g

3�

�

�x
�h3�h

�x
� −

1

3�

�

�x
�h3 �

�x
� j2

�g
��

+
1

2�

d�

dT

�

�x�h2�� �T

�x
�

z=h0

+ � �T

�z
�

z=h0

�h

�x�� = −
j

��

�D5�

Equation �D5� can be generalized to a three-dimensional form

�h

�t
+

1

3�
�1 · ��h3�1�1

2h� −
�g

3�
�1 · �h3�1h� −

1

3�
�1 · �h3�1

j2

�g
�

+
1

2�

d�

dT��1 · �h2�1T�z=h0
� + �1 · �� �T

�z
�

z=h0

h2�1h�� = −
j

��

�D6�

where �1 i� /�x+ j� /�y.
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The Experimental and Theoretical
Evaluation of an Indirect Cooling
System for Machining
Cutting fluids have been used in machining processes for many years to decrease the
temperature during machining by spraying the coolant into the machining zone directly
on the cutting tool and the part. This has the effect of decreasing the tool temperature,
which increases tool life and improves the part quality. These benefits come with signifi-
cant drawbacks. Cutting fluids are environmentally unfriendly, costly, and potentially
toxic. An alternative that has been evaluated in this paper is an internal cooling system
(ICS) for lathe turning, which cools the cutting tool using a very small amount of an
inert, cryogenic working fluid routed through a microchannel heat exchanger (MHX) that
is mounted beneath the cutting tool insert. The working fluid absorbs the heat generated
during the machining process after which it is harmlessly vented to the environment. This
indirect cooling technique results in an environmentally friendly machining process that
uses no cutting fluids, enables increased processing speed, and reduces manufacturing
costs. An approximate heat transfer model was developed and used to predict the tool life
as a function of the tool cooling approach for various speeds. Machining experiments
were completed to validate the heat transfer model and confirm that the ICS can signifi-
cantly improve tool life relative to conventional flood cooling. The validated model was
then used to evaluate alternative cooling approaches using the ICS. It was found that the
use of a cryogenic working fluid can significantly improve tool life at all cutting speeds
but that the latent heat capacity of the working fluid should exceed the expected maximum
heat transfer rate into the tool. This work established that the ICS approach is an
effective means to increase tool life without the disadvantages associated with external
cryogenic cooling methods. �DOI: 10.1115/1.4002446�

Keywords: heat transfer, two-phase, cryogenic, machining, microchannel

1 Introduction
Cutting fluids have been used in machining processes for many

years to increase lubricity and decrease the cutting temperature,
increasing tool life and part quality. These fluids are needed be-
cause the lathe turning process is characterized by severe plastic
deformation of the material in regions known as the primary and
secondary shear zones. Within the primary shear zone for orthogo-
nal machining �Fig. 1�, the material strain rate reaches a range of
103–104 s−1, which is several orders of magnitude higher than
most metal forming and deformation processes. For orthogonal
machining, about 10–15% of the mechanical energy expended
during material deformation in the primary shear zone is stored as
strain energy in the chip. The remaining thermal energy generated
in orthogonal machining results in local sensible heating, which
induces local changes in the thermophysical and mechanical prop-
erties of the material and overall process conditions such as the
occurrence of BUE �built-up-edge�, the degradation of the final
surface quality, and the presence of significant wear on the tool
�1,2�. The region along the tool-chip interface is known as the
secondary shear zone. For most metals, this zone is comprised of
sticking and sliding regions. Within the sticking region, the chip
material velocities at the tool-chip interface are zero and the shear
stress is equal to the material shear strength. At the onset of slid-
ing, the increase of the local material shear strength by work
hardening exceeds the flow induced shear stress, resulting in the
largest tool-chip interface temperatures due to frictional heating.
For some materials, the flank wear zone is another significant
source of thermal energy due to frictional heating. The sources of

heat in the primary, secondary, and flank wear zones raise the
temperature of the tool and rapidly accelerate the rate of tool wear
by thermal erosion at high cutting speeds �3�.

The machining zone is typically flooded with cutting fluid,
which removes some, but not all, of the generated thermal energy.
Low speeds and feeds are typically used with conventional flood
cooling, minimizing the heat buildup at the tool tip �4�. The use of
these fluids is costly. Contaminated cutting fluid must be disposed
of safely. These fluids must be cleaned from contaminated chips
prior to disposal. Burned-on fluid residue from heat-treated parts
can add another step in the production process and increase costs.
In a recent study, the procurement, maintenance, and disposal of
these fluids represented 16% of the total machining cost �5�. These
fluids also pose significant health risks to operators. Contact with
cutting fluids causes skin diseases �dermatitis� and some of the
cutting fluid additives are carcinogens. Continuous exposure to
the mist generated from cutting fluids also causes respiratory
problems. As a result, there have been recent efforts to use alter-
native approaches to cool cutting tools during machining includ-
ing high-pressure cooling systems, minimum quantity lubricant
�MQL� systems, external cooling with cryogens, and internal
cooling approaches. Each of these is discussed below.

1.1 High-Pressure Cooling. High-pressure coolants with
very precise delivery systems have been used in lathe turning
operations to try to force the coolant into the tool-chip interface or
onto the tool surfaces and prolong tool life �6�. These systems
typically require high-pressure pumping systems capable of pres-
surizing the coolant to 70 MPa or more. They also require small,
precisely placed nozzles to direct the coolant into specific loca-
tions.

1.2 MQL. In MQL systems, a small flow rate of an oil-based
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coolant pumped at high-pressure through a specialized nozzle pro-
duces a fine coolant mist. This mist contains high velocity micro-
droplets of coolant that are directed by a carrier gas at specific
locations on the cutting tool. When combined with the high ve-
locity of the gas, the droplets and the gas jet cool the tool more
effectively than a conventional flood coolant. Because MQL is not
integrated with the tool, the nozzles must be precisely located
during machining operations to be effective. In some industrial
machining applications, the nozzles require frequent cleaning and
maintenance.

1.3 Cryogenic Machining. Cryogenic machining approaches
involve directing a stream of liquid nitrogen or other cryogen into
the machining zone or onto the cutting tool �7–11�. Some experi-
ments have shown no substantial improvement in the tool life
because the strength of some metals increases as the temperature
decreases, limiting the benefit of cutting tool cooling. Because this
is essentially the direct replacement of a flood coolant with a
cryogen, the flow rates required are typically large ��5 l /min�.
The consequent large amount of generated vapor requires the use
of handling and ventilation hardware, additional operator training,
and process controls.

1.4 Indirect Approaches. Indirect cooling approaches for
cooling cutting tools during machining have been attempted
�12–14�. In most cases, these systems were comprised of heat
pipes or liquid flows �e.g., water� used to transport heat from the
tip of the cutting tool to an external heat sink. These approaches
have not been able to sufficiently improve performance relative to
flood cooling to offset implementation and operational costs.

The difficulty in effectively cooling the cutting edge during
machining has three critical elements. First, the heat fluxes near
the cutting edge are high ��500 W /cm2� and confined to a small
area corresponding the location of tool-chip contact ��1 mm2�.
This fact limits the effectiveness of any external cooling approach
because the achievable tool-chip interface temperature will be de-
termined by the thermal resistances associated with the material or
the tool geometry. In addition, such high heat fluxes are not easily
removed using an internal cooling method with a single-phase
fluid without a large flow rate and correspondingly large pumping
power, cost, and infrastructural support. Second, the ability to lo-
cate the heat sink near the cutting edge is severely limited by the
tooling itself, which was not designed to accommodate a cooling
system of any type. Third, to achieve wide implementation, any

approach to indirectly cool the cutting tool during machining must
be affordable and able to be integrated with conventional machine
tools.

The following sections describe the work completed to develop
an ICS approach for lathe turning. First, analytical modeling was
completed to design the ICS. Second, the ICS and the associated
support system was designed and fabricated. Third, exhaustive
testing to characterize the performance of the ICS was completed.
Fourth, the analytical modeling was compared with the experi-
mental results and other cooling options were evaluated. Each of
these elements is discussed in more detail in the following sec-
tions.

2 Modeling
The objective of the numerical modeling was to enable the

design of the ICS approach for nominal machining conditions.
First, the interfacial heat transfer rate between the cutting tool and
the chip was evaluated using established analytical models. Sec-
ond, an approach was developed to relate the temperature of the
cutting tool during machining to the produced tool wear. Third, a
thermal resistance model was developed to quantify the tool-chip
interface temperature and enable predictions of the effectiveness
of various cooling approaches. Each of these is discussed in more
detail below.

2.1 Estimate of Heat Transfer Rate. The volumetric heat
generation, q� associated with a machining operation is expressed
as q�=� /V�V�̇�̄dV, where �̇, �̄, and V are the strain rate during
machining, the material flow stress, and the volume of the strained
material in the primary shear zone, respectively. The constant �
represents the fraction of the deformation energy that is dissipated
as sensible heating. For metals, the value of this constant is 0.8 or
higher �1,2�. The energy generated in the primary shear zone can
be manifested as the heating of the eventual chip after machining
or can be transferred to the tool. The fraction of heat flowing into
the tool is a function of the tool geometry, the material, the ma-
chining conditions, and other variables. Established methods were
used to estimate the maximum heat transfer rate into each cutting
edge on the tool, qt. For simplicity, an orthogonal �i.e., 2D planar�
model was used to develop estimates of the cutting forces and the
heat transfer to the tool.

Over the last several years, commercial software packages
�ABAQUS

®, DEFORM
®, and ADVANTEDGE

®� have enabled detailed
calculations of machining mechanics and, to a limited extent, heat
transfer. However, computational models can be complex to build
and the software can be expensive to purchase. For these reasons,
a simplified approach was used that was based on analytical mod-
eling �15�. While potentially not as accurate as a full computa-
tional simulation, it was determined that this approach was suit-
able for engineering calculations, where the objective was to
develop order-of-magnitude estimates of the total heat transfer
into the tool during machining. To complete these calculations, the
frictional force on the tool in orthogonal machining �16� for a zero
rake angle tool is first estimated as

Ft =
cos �

sin�� + ����	stcw

sin �
� �1�

where Ft is the frictional force on the rake face of the cutting tool,
� is the friction angle, � is the shear plane angle, � is the friction
coefficient between the chip and the tool, 	s is the shear strength
of the machined material, tc is the chip thickness, and w is the
width of the cut. Some of these quantities can be evaluated di-
rectly for given materials �� and 	s� while others are a function of
the mechanics of the process. The chip thickness for a zero rake
angle tool is estimated as

tc = d�tan �� �2�

where d is the depth of cut. The friction angle is given by

Fig. 1 Schematic illustrating heat generation during orthogo-
nal machining
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� = arctan � �3�
These values were then used to calculate the total heat transfer

to the cutting tool. As a part of this calculation, the strain at the
shear plane is required. This was calculated using a fundamental
mechanical model of orthogonal �2D� machining �17�. Using a
slip-line method, the shear angle is calculated as

� =



4
− � �4�

The calculation of the cutting force enabled the estimation of
the heat transfer rate to the tool expressed as

qt = �1 − ��FtVc �5�

where Vc is the average chip velocity, calculated from a local mass
balance of material flow. The factor, � describes the fraction of
energy generated at the tool-chip interface that remains with the
chip material and is estimated using the theory of Ref. �15� as

� =

utVwdĀ

kt
−

us

�wcp,s
�1 + 1.328	s�̄s

Vwd



utVwdĀ

kt
+

0.754ut

�wcp,c
	 Vwd

��/tc�c

�6�

where the specific energy consumed by friction at the tool is given
by

ut =
FtVc

wd
�7�

and the specific energy consumed at the shear plane is given as

us =
FsVs cos �

wd
�8�

and the mean shear strain for zero rake angle is expressed as

�̄s =
1

tan �
+ tan � �9�

and where Vw is the mean workpiece velocity across the depth of
cut, kt is the thermal conductivity of the tool material, s and c
are the thermal diffusivities of the workpiece material at the shear
plane and chip temperatures, respectively, �w is the density of the
workpiece material, and cp,s and cp,c are the specific heats of the
workpiece material at the shear plane and chip temperatures, re-

spectively. The values of Ā and � are dependent upon the cutting
tool configuration.

Using this model, the total heat transfer to the cutting tool as a
function of process conditions was evaluated. For the machining
conditions for 416 stainless steel �18� at the conditions given in
Table 1, the total heat transfer into the tool was approximately 53
W. This fixed the nominal heat transfer rate into the tool over an
area with the dimensions of the assumed tool-chip contact length
�0.25 mm� and the depth of cut �1 mm�. The local heat flux is,
thus, 21.2 kW /cm2 or 212 MW /m2. During this project, only the
cutting speed was changed to evaluate the changes in flank wear
progression and other characteristics for otherwise fixed machin-
ing conditions. As shown in Fig. 2, the heat transfer rate into the

tool is nearly a linear function of the cutting speed, as expected.
At the highest cutting speed anticipated, 200 m/min, the total heat
transfer rate is approximately 74 W.

As previously mentioned, the typical cutting tool is not per-
fectly sharp; hence, flank wear becomes the dominant wear
mechanism for most hard materials. Depending upon the materials
and the machining conditions, the heat input due to abrasive flank
wear can be as large as that associated with sticking and sliding
along the rake face. However, for the purposes of this work, this is
a reasonable approach to estimate the total approximate heat
transfer rate into the cutting tool.

2.2 Tool Wear Model. It has been established that for the
conventional machining of metallic materials, the tool life �TL�
can be expressed as

TL = D · Vw
−m �10�

where the constants D and m are unique to the material and tool
combination and are typically established using experimental data.
This relationship is known as Taylor’s law �19�. There is a similar
dependence of tool life on the tool-chip interface temperature
�19�, which can be expressed as

TL = C · Tct
−n �11�

where the constants C and n are unique to the material and tool
combination and determined using experimental data. For the pur-
poses of this paper, the tool wear expression was nondimension-
alized in the following manner:

TL = C · T̄ct
−n �12�

where the nondimensional tool life and temperature are expressed
as

TL =
TL

TLo
�13�

where TLo was chosen to be 60 min and

Tct =
Tct

Tm
�14�

where Tm is the material melting temperature.
Using the relationship expressed in Eq. �12�, a predictive model

for tool life can be developed if the tool-chip interface tempera-
ture can be predicted and if the empirical constants are known. In
the next section, a simple thermal model for cutting tool cooling is
described to enable the prediction of the tool-chip interface tem-

Table 1 Machining conditions used to estimate energy gener-
ated at tool-chip interface

Variable Value

Material 416 stainless steel
Nominal cutting speed 91.4 m/min
Feed rate 0.33 mm/rev
Depth of cut 1 mm
Tool-chip contact length 0.25 mm

Fig. 2 Estimated heat transfer rate to the cutting tool for ma-
chining 416 stainless steel at conditions corresponding to
Table 1 with varying surface „cutting… speed
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perature for various tool cooling approaches. Later in this paper,
experiments will be used to establish the values of the empirical
constants, enabling evaluation of the effectiveness of the ICS ap-
proach compared with flood cooling.

2.3 Tool-Chip Interface Temperature Model. A thermal
model of cutting tool cooling using a thermal resistance approach
was developed to enable prediction of the tool-chip interface tem-
perature for various tool cooling approaches, flood cooling and the
ICS. Each of these is discussed in more detail below.

2.4 Conventional Flood Cooling. The first model that was
developed was for conventional flood cooling. Thermal energy
that is input at the tip of the tool is first conducted through the
insert. Next, the thermal energy is either absorbed by the heat sink
associated with the shank of the tool or dissipated by convective
cooling associated with the flood coolant flowing over the insert
and shank. For the purposes of this calculation, it was assumed
that the tool shank could absorb heat without a measurable tem-
perature rise for the duration of machining. Given the large mass
and size of the tool shank relative to the heat input, this was a
reasonable assumption. Also, the transport of thermal energy
through the chip to the flood coolant was neglected. To compute
the values of the conduction resistances, the geometry of a com-
mercially available lathe turning tool �Kennametal CSRPR 164D�
and coated insert �Kennametal SPG 422 K720� was used. This
tool and insert were also used for all of the experiments.

Because the tool-chip interface area is small compared with the
tool insert, the spreading resistance through the insert was ex-
pressed as

RSPR =
1

S · kINS
, S = 2 · Deff �15�

where the conduction shape factor S was calculated using an ef-
fective diameter �Deff� of the tool-chip interface region. The con-
duction resistance through the shank of the cutting tool was sim-
ply expressed as

RSH =
LSH

ASH · kSH
�16�

Finally, the convection resistance associated with flood cooling
was expressed as

RCONV =
1

h̄CONVAINS

�17�

where h̄CONV is the average convection heat transfer coefficient
and AINS is the exposed surface area of the insert. Convection
from the tool shank to the coolant was neglected. To compute the
convection heat transfer coefficient, the Martin correlation for a
single round nozzle �20� was used. Because the flood coolant used
in the later experiments is 95% water by volume, water properties
were used in the calculation. The 6.35 mm flood coolant nozzle
was located approximately 50 mm above the cutting tool insert
and issued coolant at approximately 5 l/min during the experi-
ments and these values were also used in the calculation. The
overall temperature rise at the tool-chip interface was approxi-
mated as

Tct = qt�RSPR + � 1

RSH
+

1

RCONV
�−1
 + TFLOOD = qtRFLOOD + TFLOOD

�18�
Using the tool geometry and flood coolant conditions described

above, the values of the various resistances were found to be 15.9
K/W for RSPR, 18.2 K/W for RSH, and 0.49 K/W for RCONV for a
total resistance for flood cooling RFLOOD of 16.4 K/W. While this
model is approximate, it does indicate that the overall thermal
resistance is dominated by the spreading resistance within the in-

sert itself; hence, any external, near-ambient temperature cooling
method will not significantly reduce the overall thermal resistance
or the tool-chip interface temperature.

2.5 ICS. The second model that was developed was for the
ICS. In this approach, a MHX was placed directly beneath the
cutting tool insert to remove the generated heat during machining.
A small flow rate of two-phase, cryogenic fluid was used to pro-
vide cooling within the microchannel heat exchanger via latent
heat transfer. Under certain conditions, the inlet cryogenic nitro-
gen flow may be completely vaporized without the heat flux ex-
ceeding the critical heat flux �CHF�; thus, some portion of the
generated thermal energy at the tool-chip interface would be dis-
sipated by sensible heating of the nitrogen gas.

For the cases where the heat transfer rate from the tool exceeds
the latent heat capacity of the MHX, i.e., qt� �1−x�ṁhfg, the tem-
perature of the tool-chip interface was calculated as

�Tct = �TMHX,TP + �TMHX,SP �19�

where the total temperature rise has been at the cutting edge and
has been approximated as the temperature rise through the two-
phase region for heat input less than or equal to �1−x�ṁhfg added
to the total temperature rise through the single-phase region of the
MHX for the remaining portion of the total heat input qt that is
larger than �1−x�ṁhfg. Significant work in microchannel heat ex-
changer design and modeling has been completed by other re-
searchers in the technical literature �21–24�. In this case, an ad
hoc modeling approach was used to represent the complex inter-
action of the fixed heat transfer rate from the cutting tool and the
potential single-phase heat transfer occurring in the MHX in a
simplified manner. Using this approach, the thermal resistance of
the MHX can be expressed as

RMHX,TP = � �MHX

kMHXAINS
+

1

hMHX,TP�TP�Af + Ab�
� 1

FMHX



�20�

RMHX,SP = � �MHX

kMHXAINS
+

1

hMHX,SP�SP�Af + Ab�
� 1

1 − FMHX


�21�

where FMHX is equal to �1−x�ṁhfg /qt and is an expression of the
area of the MHX associated with two-phase heat transfer, �MHX is
the thickness of the top plate of the MHX, kMHX is the thermal
conductivity of the MHX material �stainless steel�, AINS is the
surface area of the bottom of the insert, hMHX,TP is the two-phase
heat transfer coefficient in the MHX, hMHX,SP is the single-phase
gaseous heat transfer coefficient in the MHX, Af is the total area
of the fins, and Ab is the total area of the exposed base. The factor
� is expressed as

� = 1 −
Af

Af + Ab
�1 − � f� �22�

where � f is the fin efficiency calculated assuming an adiabatic fin
tip using the appropriate heat transfer coefficients in the two-
phase and single-phase regions. Notably, this approach assumes
that the heat flux is uniformly distributed over the surface of the
MHX and that axial conduction in the MHX is negligible.

To calculate hMHX,TP, it was assumed that the working fluid was
two-phase, cryogenic nitrogen �LN2�. The CHF for nucleate boil-
ing for LN2 is about 0.19–0.24 MW /m2 �25�. For a forced con-
vection flow corresponding to the test conditions, CHF can reach
as high as about 1.5 MW /m2 inside a small tube ��1 mm in
diameter� �26�. For boiling, heat fluxes above CHF are in a regime
known as film boiling, where the rate of vapor generation is so
high that an insulating vapor layer is formed between the surface
and the liquid cryogen. This vapor layer prevents direct contact
between the liquid and the surface; thus, heat transfer rates are
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dramatically reduced.
A spreadsheet model was setup to estimate the heat transfer

coefficients for a two-phase, cryogenic nitrogen flow at the con-
ditions of interest for the ICS �saturated flow, 151.6 kPa�. To
calculate hMHX,TP, the Shah correlation as modified by Kandlikar
�27� for nucleate flow boiling was used. As an initial estimate, it
was assumed that the vapor quality at the inlet to the MHX was
0.5 and that the flow rate was 0.04 l/min �0.52 g/s of pure, satu-
rated liquid nitrogen at 151.6 kPa�, resulting in an hMHX,TP value
of 6.8�105 W /m2 K. With such high heat transfer coefficients,
the temperature differences between the wall and the cryogenic
flow are small. If the heat flux exceeds CHF, the heat transfer
coefficients will reduce dramatically to about 500–2000 W /m2 K
in the film boiling regime, and wall temperatures will be more
than 100 K higher than the nitrogen flow. The MHX geometry
was designed to maximize the heat transfer while minimizing the
overall pressure drop. The total heat transfer area is about
376 mm2 on the current MHX. The heat flux on the heat transfer
surface will exceed the critical value of about 0.5 MW /m2 if the
heat load is higher than 190 W. In that case, the wall could be
blanketed by a continuous vapor film and the temperatures on the
wall can be more than 100 K higher than the liquid nitrogen flow.
Because the heat loads were well below this limit, it is not be-
lieved that film boiling occurred in the MHX. The single-phase
heat transfer coefficient hMHX,SP was evaluated using standard cor-
relations for laminar, fully-developed flow in a pipe or channel
�20�.

For qt� �1−x�ṁhfg, the tool-chip interface temperature for of
the was calculated as

Tct = ��1 − x�ṁhfg�RSPR + RMHX,TP� + TCRYO� + ��qt − �1 − x�ṁhfg�

��RSPR + RMHX,SP� + T̄SP� �23�

where TCRYO is the saturation temperature of the cryogen

��80 K� and T̄SP is the mean temperature of the gas flow in the
single-phase region.

For qt� �1−x�ṁhfg, FMHX is unity and the tool-chip interface
temperature for of the ICS approach was calculated as

Tct = �qt�RSPR + RMHX,TP� + TCRYO� �24�
Using the computed values of the tool-chip interface tempera-

ture Tct, predictions for the tool wear for the ICS approach will be
compared with measured values and used to illustrate other cool-
ing approaches. Next, the design and fabrication of the ICS is
described.

3 ICS Design and Fabrication
The ICS tool holder consists of two main components, the

MHX module and the cryogen transport and distribution hard-
ware. Each of these is discussed in more detail below.

3.1 MHX Module Design. The MHX module consisted of
the MHX itself and a base plate. A separate manifold was de-
signed to route the working fluid in and out of the heat exchanger
module. The base plate captured the MHX, enabled electron-beam
welding, and interfaced with the manifold. The MHX slots were
machined with a precision carbide saw blade. The MHX and a
view of the base plate in the brazed tool holder are shown in Fig.
3. To evaluate the mechanical robustness of the design, the pres-
sure distribution beneath the cutting tool insert was measured us-
ing a pressure sensitive film. It was found that the majority of the
pressure was below the clamp on the top of the insert. Pressures in
this region exceeded 10.3 MPa and were used to design the as-
sembly with appropriate safety factors.

3.2 Tool Holder Design. Using mock-ups, it was determined
that the best path for the working fluid was to transport it through
a tube within a channel machined into the bottom of the tool
holder. To achieve this, a layer was machined from the bottom of

the tool holder and a passage was milled down its length. Within
this passage, a thin-walled stainless steel tube was mounted that
transported the cryogenic working fluid down the length of the
tool holder. This tube was brazed to the manifold near the tip of
the tool, which routes the cryogen from the tube exit to the heat
exchanger module and to a vacuum-interface on the back of the
tool. Thus, a vacuum space could be created between the transport
tube wall and the channel within the tool holder. Small ceramic
spacers were placed in various locations along the tube length to
preclude tube-wall contact, which would act as a thermal short.
The MHX manifold was needed due to the restricted geometry of
the system. The entire assembly was vacuum-brazed. The com-
pleted tool holder is shown in the photograph of Fig. 3.

3.3 System-Level Design and Testing. A portable cart was
designed and built to supply the cryogenic fluid to the tool holder.
The main functions of the cart were to store the working fluid,
provide a convenient means to control the flow rate, and monitor
the amount of fluid left in the commercially available dewar. To
transport the cryogen from the cart to the tool holder, a commer-
cially available, vacuum-jacketed transfer line was purchased.
This flexible line enabled the transport of the working fluid with a
minimum of heat leak. A small test facility was built to evaluate
the heat leak and the pressure drop in a preliminary version of the
ICS and its support system as a function of the cryogenic fluid
flow rate. The facility was instrumented with pressure transducers
and thermocouples to quantify the heat leak to the ICS and the
pressure drop within the internally mounted tube within the cut-
ting tool.

The system heat leak was quantified by measuring the tempera-
tures at the inlet and outlet of the tube. At high flow rates, the flow
through the tube was saturated �vapor or vapor-liquid� as indicated
by the temperature measurements. As the flow rate was decreased
during the test, the inlet to the test section remained saturated until
a critical flow rate value was reached. At this critical flow rate, the
temperature at the tube inlet just began to rise above saturation.
Using this critical flow rate and the known thermodynamic prop-
erties of cryogenic nitrogen, the heat leak into the system was
quantified. In addition, the vacuum-jacketed transfer line was re-
moved for one test, enabling the heat leak of the other components
to be isolated. Based on our initial tests, approximately 77% of the
total heat leak was in the dewar withdrawal system. For this rea-
son, a custom withdrawal device was designed and installed in the
dewar to reduce this heat leak. Also, the system was redesigned to
minimize the number of valves and to upgrade the connections
between sections to thermally insulating bayonet connections. As
a result, the vapor quality at the inlet to the tool holder �Fig. 4�
and the pressure drop through the internal tube mounted in the
tool holder �Fig. 5� were substantially reduced. The pressure drop
predictions are based on the correlation for the two-phase multi-
plier given by Friedel �27�.

4 Results and Discussion
In this section, the results from the machining tests will be

discussed first. Second, the model validation will be described.

4.1 Machining Tests. Table 2 illustrates the test conditions
for the 416 stainless steel parts that were machined for the vali-
dation of the ICS performance. For each test condition, three
samples were machined with three separate inserts. Each insert
was then examined using an optical microscope with a digital
measuring stage for average flank wear, maximum flank wear, and
notch wear consistent with ISO 3685. Typical flank wear on the
insert for the 100 m/min condition is shown in Fig. 6 for conven-
tional cooling with 5 l/min of conventional flood coolant com-
pared with the ICS approach with 0.04 l/min of cryogenic nitro-
gen. One of the three inserts was then used for extended wear
testing to determine the shape of the tool wear curve with time,
which is nonlinear. After ensuring that the data at each experimen-
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tal condition were consistent and reasonable, the tool life based on
the average flank wear was computed. The experimental results
are illustrated in Fig. 7.

Each data point shown is the result of 32 machining experi-
ments of the type described in Table 2 and approximately 16 h of
actual metal cutting. This figure clearly illustrates that the use of

the ICS increases tool life compared with conventional synthetic
coolants, which translates directly to machining cost reductions.
As expected, increasing the cutting speed increases the overall
heat transfer rate to the cutting tool, reducing its benefit relative to
conventional flood cooling. At 200 m/min, the tool wear of both

Fig. 3 The „a… MHX, the „b… heat exchanger module, and the „c… fabricated
tool holder

Fig. 4 Working fluid flow vapor quality at the tool holder inlet
as a function of flow rate

Fig. 5 Pressure drop measurements and predictions as a
function of flow rate for the internal transport tube in the tool
holder
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systems is identical. In this case, the calculated heat transfer rate
to the is in the range of 80 W, whereas the available latent heat
transfer in the MHX �1−x�ṁhfg is about 69 W. At this condition,
the MHX performance is marginal and significant sensible heating
of the exiting gas flow occurred. Further increases in the overall
heat transfer rate into the cutting tool would need to be accompa-
nied by an increased nitrogen flow rate to increase tool life rela-
tive to conventional flood cooling.

4.2 Model Validation. In this section, predictions the model
developed in Sec. 2.2 will be compared with the experimental
results and used to evaluate other tool cooling options. First, the
flood cooling results will be used to establish the empirical con-
stants present in the model. Second, the performance of the model
for the ICS will be described. Third, the model will be used to
evaluate other cooling options including a single-phase gaseous
coolant through the MHX and an increased cryogenic nitrogen
flow through the ICS such that no vaporization occurs. Each of
these is discussed in more detail below.

Using the results from Fig. 7 for flood cooling, a simple curve
fit was used to determine the empirical constants C and n from Eq.
�12� as 0.714 and 3.90, as illustrated in Fig. 8. As described ear-
lier, these constants only depend upon the material being ma-
chined, the tool material, and the tool geometry; thus, these con-
stants should not be influenced by the cooling approach used to
remove thermal energy from the machining operation. The con-
stants above were then used to predict the performance of the ICS.
The latent heat capacity of the ICS was approximately 69 W using
the measured inlet quality to the MHX. To complete the predic-
tions, Eq. �12� was combined with Eqs. �23� and �24� to complete
the model for the ICS, expressed as

TL = 0.714� 1

Tm
�qt�RSPR + RMHX,TP� + TCRYO�−3.90

qt � �1

− x�ṁhfg

TL = 0.714� 1

Tm
��1 − x�ṁhfg�RSPR + RMHX,TP� + TCRYO + �qt − �1

− x�ṁhfg��RSPR + RMHX,SP� + T̄SP�−3.90

qt � �1 − x�ṁhfg

�25�

The results of this model are compared with the experimental
results as illustrated in Fig. 9.

The agreement between the predicted and measured tool life is
reasonable; however, the model somewhat underpredicts the tool
life at low cutting speeds. This may be due to a simplification
when evaluating the flow boiling heat transfer coefficient within
the MHX. In Fig. 3, the MHX inlet is located perpendicular to the
MHX; thus, the inlet two-phase mixture is similar to an impinging
jet on the upper �unfinned� surface that may result in a significant
local heat transfer enhancement that was neglected in the analysis.
Near the cutting speed associated with the latent heat capacity of
the MHX ��180 m /min�, the predicted tool life departs from the
linear region at lower cutting speeds and this trend is reasonably
consistent with the experimental results. This effect is due to the
increased overall thermal resistance associated with the single-
phase region in the MHX, whose extent increases as the surface
speed increases above 180 m/min.

In Fig. 10, the model was used to compare different tool cool-
ing approaches using the ICS. As a baseline, the predictions for
the simple flood cooling approach as described in this paper are
shown. If the ICS has sufficient latent heat capacity to retain the
two-phase flow throughout MHX, the tool life is substantially
increased at all surface speeds. The high heat transfer coefficient
and low cryogen temperature provide an efficient, effective means
to remove thermal energy from the tool-chip interface. At the
other extreme, if the vapor quality is near unity when the nitrogen
flow enters the MHX, the heat transfer and the ICS performance
are negatively impacted such that conventional flood cooling is a
reasonable alternative. Interestingly, the ICS with single-phase gas
flow has a slightly higher predicted tool life at low speeds and a
lower tool life at higher speeds relative to flood cooling. This
behavior is likely due to the fact that as the single-phase gas
proceeds through the MHX, its temperature increases; hence, the

mean temperature T̄SP is near 80 K near the inlet and steadily
increases through the MHX. If the latent heat capacity of the ICS
is reduced to 50 W �x=0.5�, the MHX will be in fully two-phase
region at low speeds. As the surface speed is increased to a value
beyond the latent heat capacity, the heat transfer within the MHX
will be partially two-phase and partially single-phase after which
the fraction of the overall heat transfer in the single-phase region
increases as the speed increases. This is evident in Fig. 10 as the
predicted tool life rapidly decreases relative to the fully two-phase
system. This decrease in predicted tool life continues until the

Table 2 Test conditions

Variable Value

Material 416 stainless steel
Insert geometry SPG 422
Insert grade KC720
Feed rate �mm/rev� 0.33
Cutting speeds �m/min� 85.3 to 200
Depth of cut �mm� 1
Length of cut �mm� 230
No. of cuts in one test �mm� 15
Flow rate of standard coolant if used �l/min� 5
Flow rate of liquid nitrogen for ICS �l/min� 0.04

Fig. 6 Photographs of the tool flank wear region for 416 stainless steel
after 60 min of machining at a surface speed „cutting speed… of 100 m/min
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curve asymptotes to a value just above the full single-phase ICS

due to the decreased value of T̄SP relative to the fully single-phase
gaseous case. Comparing the results of 69 W �x=0.3� latent heat
capacity of the ICS with flood cooling repeats the experimental
conditions �Fig. 7� with the analytical model. The model captures
the rapid decrease in tool life after the latent heat capacity is
exceeded such that the tool life for ICS and flood cooling at 200
m/min are approaching an identical value. This result demon-
strates that the model is consistent with the experimental trends. If
single-phase liquid water is used in the ICS, the performance is
poorer than conventional flood cooling. Thus, to utilize the ICS to
reduce the tool-chip interface temperature and extend tool life, the
use of a cryogenic working fluid is absolutely essential.

5 Conclusions
An ICS was designed with a small flow rate of cryogenic nitro-

gen ��0.04 l /min� to replace a high flow rate of a conventional
flood coolant or an external cryogen ��5 l /min� for effective
cooling of a cutting tool. The ICS and the associated MHX mod-
ule were developed to integrate with a commercial tool holder and
system-level testing confirmed that the heat leak and pressure
drop were minimized. Additionally, a model was developed to
relate the predicted tool-chip interface temperature to the tool life.
Performance testing confirmed that the ICS approach can signifi-
cantly improve the tool life relative to conventional flood cooling,
enabling processing cost reductions by improving processing
speed or by preserving tooling. Reasonable agreement was ob-
tained between the predictive model developed for tool life and
the experimental results; thus, using the empirical constants from
flood cooling tests to evaluate a wide range of tool cooling options

Fig. 7 Tool life test results for 416 stainless steel for flood
cooling and the ICS

Fig. 8 Determination of constants C and n in Eq. „12… using
the tool life measurements for flood cooling

Fig. 9 Comparison of measured and predicted ICS
performance

Fig. 10 Comparison of various cooling approaches for the
tool geometry and machining conditions corresponding to the
experiments
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is a viable approach. The model was used to evaluate various
cooling approaches and it was shown that to achieve a significant
tool life improvement at all speeds, the latent heat capacity of the
MHX must exceed the maximum expected heat input to the tool.
The model also showed that to achieve significant increases in
tool life with the ICS, the use of a cryogenic working fluid is
critical. Eventual integration of the ICS onto the manufacturing
floor will greatly enhance the environmental friendliness of manu-
facturing operations in small and medium sized shops while ex-
tending their manufacturing capability and reducing costs. Re-
cently, the ICS approach has been extended to milling and drilling
operations for advanced materials, including titanium and ceramic
matrix composites, and will be the subject of future publications.
These operations are the most prevalent machining operations in
the industry and will result in a wide application of the ICS.
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Nomenclature
A � area �m2�
Ā � tool dependent geometric factor
cp � specific heat �J /kg K�
d � depth of cut �m�

q� � heat generation rate �W /m3�
V � volume �m3�, velocity �m/s�
F � cutting force �N�
h � combined length of sticking and sliding re-

gions �m�, heat transfer coefficient �W /m2 K�
h1 � length of sticking region �m�
h2 � length of sliding region �m�
hfg � latent heat of vaporization �J/kg�

k � thermal conductivity �W /m K�
�MHX � thickness of the top plate of the MHX �m�

ṁ � mass flow rate �kg/s�
q � heat transfer rate �W�
R � thermal resistance �K/W�

TL � tool life �min�
t � thickness �m�
u � specific cutting energy �J /mm3�
w � width �m�
x � vapor quality at MHX inlet

Greek Symbols
 � thermal diffusivity �m2 /s�
� � friction angle �rad�
�̇ � strain rate �s−1�
� � shear plane angle �rad�
� � dimensionless factor, efficiency
� � friction coefficient
�̄ � material flow stress �N /m2�
	 � shear stress �N /m2�
� � fraction of thermal energy generated at tool-

chip interface that remains with the chip
� � fraction of machining energy dissipated as heat
� � tool dependent geometric factor

Subscripts
b � exposed base
c � chip

COAT � coating

CONT � contact
CONV � convection

ct � tool-chip interface
eff � effective

f � fin
FLOOD � flood cooling

INS � insert
m � melting

MHX � microchannel heat exchanger
o � reference
s � shear plane

SH � tool shank
SP � single-phase

SPR � spreading
t � tool

TP � two-phase
w � workpiece
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Modeling of the Off-Axis High
Power Diode Laser Cladding
Process
Off-axis high power diode laser (HPDL) cladding is commonly used for surface quality
enhancement such as coating, part repairing, etc. Although some laser cladding models
are available in literature, little has been reported on the modeling of powder flow and
molten pool for a rectangular beam with side powder injection. In this article, a custom-
designed flat nozzle delivers the powder material into a distinct molten pool formed by a
HPDL with a rectangular beam. A powder model is first presented to reveal the powder
flow behavior below the flat nozzle. Key parameters such as nozzle inclination angle,
rectangular beam profile, shielding gas flow rates, and powder feed rate are incorporated
so that spatial powder density, powder velocity, and temperature distribution are dis-
tinctly investigated. Then in order to describe thermal and fluidic behaviors around the
molten pool formed by the rectangular beam, a three-dimensional self-consistent clad-
ding model is developed with the incorporation of the distributed powder properties as
input. The level set method is adopted to track the complex free surface evolution. Tem-
perature fields and fluid motion in the molten pool area resulting from the profile of
rectangular beam are distinctly revealed. The effect of continuous mass addition is also
embedded into the governing equations, making the model more accurate. A HPDL
cladding with little dilution is formed and the simulated results agree well with the
experiment. �DOI: 10.1115/1.4002447�

Keywords: HPDL, laser cladding, level set, track geometry

1 Introduction
Laser cladding with blown powder is widely used in the indus-

try as an efficient method for surface quality enhancement. Basi-
cally, one or more metallic or nonmetallic layers are selectively
deposited on the workpiece to improve the surface wear or corro-
sion resistance characteristics. The clad is formed by feeding pow-
der coaxially or off-axis into a molten pool region caused by the
localized laser beam. A high power diode laser �HPDL� with a
wide rectangular beam spot provides great potential in efficiently
producing wide clad tracks with flatter profiles than coaxial
nozzles. Due to short wavelength �in the order of 808 nm�, HPDL
offers good metal coupling characteristics compared with other
lasers, providing an increase of beam absorption by a factor of 2.5
over CO2 wavelength �1–3�. Other advantages of HPDL include
flexible beam shaping, increased beam quality, longer service
time, and lower investment cost, etc. �3,4�. With these advanta-
geous characteristics, HPDL cladding processes have been experi-
mentally investigated �1,4–6�. Well bonded clad tracks with lim-
ited dilution and fine metallurgical structure have been produced
�1,4–6�, which indicates the effectiveness and versatility of the
HPDL cladding process.

In order to understand the complex phenomena and mecha-
nisms associated with laser cladding, it is essential to develop
mathematical models to guide the process. Although some laser
cladding models �7–17� have been presented in literature, the
modeling of off-axis HPDL cladding processes has been seldom
addressed. Jouvard et al. �7� presented an analytical model to
evaluate two power thresholds, the first one of which is required
for melting the substrate and the second one is for melting powder
during flight. Due to complex track shape evolution, simplified
assumptions such as predefined clad height �8,9� or flat surface
�10� in the absence of powder were made to calculate the molten

pool when coupling the powder flow. Simply assuming the molten
pool profile as a part of circle, Kumar and Roy �11� developed a
two-dimensional model for the blown-powder laser cladding pro-
cess to study the influence of the Marangoni–Benard and
Rayleigh–Benard convection on the process parameters. A volume
of fluid algorithm was used by Choi et al. �12� to obtain the free
surface shape in a two-dimensional mathematical model incorpo-
rating melting, solidification, and evaporation phenomena. Toyser-
kani et al. �13� developed a three-dimensional cladding model
with a track development method by adding tiny objects on the
previous domain in the melt pool with an assumption that the
powder and melt pool are decoupled. A modified thermal conduc-
tivity was used to take into account the thermocapillary phenom-
ena of the liquid metal without calculating the fluid flow. Huang et
al. �14� developed a three-dimensional transient numerical model
for the process of laser cladding in which fluid flow and heat
transfer in solid-liquid phase change system were simulated.
However, they used a simple flag variable method to update free
surface shape and did not consider the effect of fluid motion and
capillary force on the free surface geometry.

Recently, the level set method has been adopted in the model-
ing �15–17� for accurate prediction of free surface shape. Based
on the semi-implicit finite-difference approximation method, Han
et al. �15� presented a comprehensive two-dimensional model for
the coaxial laser cladding process while considering the powder
injection effect on melt pool flow pattern and penetration. Using a
controlled-volume finite-difference method, Qi et al. �16� and He
and Mazumder �17� developed a self-consistent three-dimensional
model for direct metal deposition with coaxial powder injection.
However, in all these previous studies, the effect of continual
addition of mass and energy due to deposited powder was not
rigorously considered. In this article, additional source terms re-
sponsible for the effect of continual addition of mass are incorpo-
rated, making the model more physically complete. An improved
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level set equation, which considers mass and energy conservation,
is also proposed so that the whole set of governing equations are
implicitly solved using a finite volume method.

As seen from the above discussion, current cladding models are
not comprehensive yet and almost all involved lasers are of cir-
cular beam �7–17�. The distinct powder flow and molten pool
created by a rectangular beam with side powder injection have not
been reported to date. In this article, a custom-designed flat nozzle
delivers the powder material into a distinct molten pool formed by
a HPDL with a rectangular beam. A powder model is first pre-
sented to reveal the powder flow behavior below the flat nozzle.
Key parameters, such as the nozzle inclination angle, the rectan-
gular beam profile, shielding gas flow rates, and powder feed rate,
are incorporated so that spatial powder density, powder velocity,
and temperature distribution are distinctly investigated. Then in
order to describe thermal and fluidic behavior around the molten
pool formed by the rectangular beam, a three-dimensional self-
consistent cladding model is developed with the incorporation of
the distributed powder properties as input.

2 Mathematical Model
A schematic of the off-axis HPDL cladding process is shown in

Fig. 1. An off-axis head �the powder flow nozzle and the optics�
moves in X direction at a certain scanning speed over the surface
of a stationary substrate. In the cladding process, the powders,
whose feed rate is precisely controlled by a powder feeder, are fed
into the laser spot region via a flat powder nozzle as seen in Fig.
1. During their flight, the particles travel through the laser irradia-
tion zone in which the particles will be rapidly heated up as illus-

trated in Fig. 1. Collision between each two particles is not con-
sidered and laser attenuation is ignored due to low powder density
and short laser powder interaction distance.

A molten pool is created by intense laser heating of the surface
of the substrate and the current track layer. With laser scanning,
the melt solidifies very quickly due to the high attendant cooling
rate and a clad track is formed. The liquid motion in the molten
pool is assumed to be incompressible and laminar. Powders falling
in the region of the molten pool are assumed to get melted imme-
diately while others falling outside the molten pool are considered
lost. The effect of shielding gas pressure on the molten pool has
been ignored.

The model in this paper consists of two parts. A powder model
is first introduced in Sec. 2.1 to reveal the distinct powder flow
behavior below the flat nozzle. Then a three-dimensional self-
consistent cladding model, which is discussed in Sec. 2.2, is de-
veloped with the incorporation of the distributed powder proper-
ties and rectangular laser profile as input to address multiphysics
such as mass addition, heat transfer, fluid flow, melting, and so-
lidification during the off-axis HPDL cladding process.

2.1 Off-Axis Powder Flow

2.1.1 Calculation Domain. Figure 2 describes the three-
dimensional calculation domain used in the powder flow model.
The dimensions of the conical nozzle and flat powder nozzle and
their relative positions are from the real configurations. The diam-
eter of the conical nozzle is 47.00 mm and the flat nozzle slot
opening is 4�14 mm2. The nozzle angle in Fig. 2 is set at 38 deg
from the horizontal plane. The ambient space below the nozzle is

Fig. 1 Schematic HPDL cladding process

Fig. 2 Schematic 3D calculation domain for powder flow model
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chosen to be 100�100.9�60 mm3, which is large enough to
make the boundaries not affected by the powder stream. The grid
system is designed using tetrahedral meshes to fit the irregular
shape domain except in the laser spot region, where fine cubic
meshes were used to resolve the strong beam intensity for accu-
rate calculation in the laser material interaction area.

In this paper, the gas phase is treated as continuum while the
particle flow is simulated as a discrete phase that consists of par-
ticles dispersed in the continuum phase. The behavior of continu-
ous gas phase is modeled by solving the time-averaged Navier–
Stokes equations while the dispersed phase is solved in a
Lagrangian frame of reference by tracking a certain number of
particles through the calculated flow field. As powders flow
through the gas, they interact with the laser beam. A unique user-
defined function �18� is incorporated to solve the thermal behavior
of the particle phase as calculation continues. The Lagrangian
approach of the discrete phase model �DPM� in FLUENT has been
used to solve each particle’s dynamic behavior.

2.1.2 Modeling of Turbulent Flow. The steady turbulent gas
flow in the powder stream is described by a general equation �19�

� · ��V�� = � · �� � �� + Ṡ� �1�

where � is the gas density, � is the dependent variable, � is the

diffusivity, and Ṡ� represents any source terms associated with
variable �. The momentum equations together with the two k
−� equations �20,21� can be obtained by appropriate assignment

of �, �, and source term Ṡ�. A list of the terms in the Cartesian
coordinate system is given in Table 1, where �i�i=x ,y ,z� is the
source term representing the coupled momentum transport from
the particle phase �18,21�

�i =
1

VC
�
j=1

nc 3�CDRe

4�pdp
2 �up,i − ui�ṁp

j �tj �2�

where ṁp
j is the particle mass rate for the jth trajectory passing

through a cell C; VC is the volume of the cell; �tj is the time that
a particle on the jth trajectory takes to pass through the cell; nC is
the total number of particle trajectories passing through the cell;
Re and CD are Reynolds number and the drag coefficient of a
particle expressed in Eqs. �6� and �7�; �p, dp, and up,i are the
density, diameter, and velocity in i direction of a particle, respec-
tively; �l and �t are laminar and turbulent viscosity, respectively,
��=�l+�t�, �t=�C�k2 /�, and Gk represents the rate of produc-
tion of kinetic energy, which is expressed by

Gk =
�t

�
�2�� �u

�x
�2

+ � �v
�y
�2

+ � �w

�z
�2	 + � �u

�y
+

�v
�x
�2

+ � �u

�z

+
�w

�x
�2

+ � �v
�z

+
�w

�y
�2� �3�

The above equations contain four empirical constants, which are
selected as follows �22�: C1=1.44, C2=1.92, C�=0.09, 	k=1.0,
and 	�=1.30. The commercial computational fluid dynamics
�CFD� code, FLUENT, is used to solve the set of momentum and
turbulence equations.

2.1.3 Modeling of Powder Dynamic and Thermal Behavior.
Immersed in the surrounding gas, each particle is treated by the
Lagrangian approach. The powder dynamic equations �21,23� are
given by

dx

dt
= up �4�

dup

dt
=

18�

�pdp
2

CDRe

24
�u − up� +

g��p − ��
�p

�5�

Re =
�dp
u − up


�
�6�

CD =
24

Re
�1 + a1Rea2� +

a3Re

a4 + Re
�7�

a1 = exp�2.3288 − 6.4581
 + 2.4486
2�

a2 = 0.0964 + 0.5565


a3 = exp�4.905 − 13.8944
 + 18.4222
2 − 10.2599
3�

a4 = exp�1.4681 + 12.2584
 − 20.7322
2 + 15.8855
3� �8�

where �p, dp, and up are the density, diameter, and velocity of each
particle, respectively. Basically, the particles are driven by the
forces of gas flow drag and gravity. 
 is the shape factor for
nonspherical particles. As shown in Fig. 3, the powder has a sat-
elliting shape and a shape factor value of 0.8 is chosen �18,24�.

Particle temperature is governed by the laser heating, ambient
gas convection, and latent heat of its phase change rate, and is
described by �18�

mpcp
dTp

dt
= hcAp�T� − Tp� + �I

Ap

4
− mpLf

df

dt
�9�

Nu =
hcdp


= 2 + 0.6 Re0.5 Pr0.33 �10�

where  is the thermal conductivity of the surrounding gases and
Pr�=cp� /� is the Prandtl number. f is the liquid fraction, which is
expressed as

Table 1 Turbulent gas flow governing equation parameters

Equation � � Ṡ�

Mass 1 0 0

x-momentum u �
−

�p

�x
+ � · ��

�V

�x
� + �x

y-momentum v �
−

�p

�y
+ � · ��

�V

�y
� + �y

z-momentum w �
−

�p

�z
+ � · ��

�V

�z
� + �z

k-equation k
�l +

�t

	k ��Gk−��

�-equation �
�l +

�t

	�

�

k
�C1�Gk − C2���

Fig. 3 Nonspherical „satelliting… particles
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f =
ml

mp
= �

0 Tp � Tsol

Tp − Tsol

Tliq − Tsol
Tsol � Tp � Tliq �0 � f � 1�

1 Tp � Tliq

�
�11�

The iteration form of particle temperature can be derived as �18�

Tp
i+1 = �p + �Tp

i − �p�exp�− �p�t� �12�

where

�p = T� +
�I

4hc

�p =
hcAp

mpcp +
�mpLf

Tliq − Tsol

�13�

where mp is the total mass of a particle, cp is the specific heat
capacity, Ap is the particle surface area, and Tp and T� are the
temperatures of the particle and surrounding gas, respectively. I is
the laser intensity on the particles, � is the particle absorptivity of
laser power, and Lf is the latent heat of the particle material. hc is
the convection coefficient and Tsol and Tliq are solidus and liqui-
dus temperatures for the alloy particles, respectively. For stellite 6
powder used in this study, the solidus temperature is 1533 K, and
liquidus temperature is 1630 K. Powder density, specific heat,
latent heat, and absorption coefficient for diode laser are
8380 kg /m3, 421 J /kg K, 2.92�105 J /kg, and 0.7, respectively.
ml is the mass of liquid part of a particle during its phase change.
� is equal to one when a particle is experiencing phase change;
otherwise, it is zero. During particle melting, f increases from 0 to
1, that is, from completely solid to totally liquid.

2.1.4 HPDL Rectangular Beam. A 4.0 kW Nuvonyx ISL-
4000L HPDL operating at 808 nm was used in this study. Optical
elements focus the laser beam into a 12 mm by 0.5 mm rectangle
�6�. The divergence angles for the fast axis and slow axis are 19
deg and 23 deg, respectively. Because the HPDL beam profile
plays a critical role in determining final product qualities �25�, it is
important to incorporate the unique spatial rectangular beam pro-
file into the model. The data provided by the laser manufacturer
�6� show a Gaussian profile in fast axis plane while it shows a
trapezoidal shape one in the slow axis plane. Laser cladding uti-
lizes the scanning of the beam perpendicular to the slow axis.

Corresponding equations describing the spatial laser intensity
distribution are given by

I = I0 exp�−
6�x − xc�2

d2 � for 
z
 � 0.26w

I = I0 exp�−
6�x − xc�2

d2 ��0.3 +
1 − 0.3

0.24w
�0.5w − 
z
�� for 0.26w

� 
z
 � 0.5w

I = 0 for 
z
 � 0.5w �14�

where xc is the center position of the laser beam in x direction. d
and w are the depth and width of the laser beam, respectively. I0 is
the peak laser intensity at the beam center. The laser focus spot is
located at about 28 mm away from the conical nozzle. The laser
intensity value defined in Eq. �14� is numerically stored in the
user-defined memory of a local cell �18�. In this way, the spatial
laser intensity field value can be assigned to each cell in the cal-
culation domain. As calculation continues, the simulation of the
particle heating process is accomplished via the iteration form
given in Eq. �12� by retrieving the stored value in a cell into the

variable I as the particle travels through the cell �18�.
The powder flow with the temperature profile has been pre-

dicted as in Fig. 4. As seen in Fig. 4, the powder stream, which is
injected from the flat nozzle, flows toward the laser focus area.
Due to gravity, the powder stream spreads when x distance in-
creases. In the laser irradiation zone, particles are quickly heated
up from ambient temperature to around a maximum of 2000 K,
indicating that some particles are melted. After passing through
the laser beam, the powders cool down due to convection to the
surrounding gases. As seen from Fig. 4, the powder temperatures
tend to be uniform in the middle of the powder stream along z
direction, which is reasonable because of the uniform laser beam
intensity there. It is worth to note that the particle trajectory is
critical to determining the particle temperature history because it
determines the laser particle interaction time and the laser inten-
sity that the particle experiences, thus influencing the powder tem-
perature distribution �18�.

Particle dynamic analysis �PDA� technique was used to mea-
sure the particle velocity profile in the powder stream to validate
the powder dynamic model. The comparison results are shown in
Fig. 5. As seen in Fig. 5, the simulated powder velocities match
well with the experimental ones. Powder velocities are nearly uni-
form across the width of the nozzle, fulfilling the goal of the
original design.

2.2 HPDL Cladding Process

2.2.1 Governing Equations. To accurately model mass trans-
fer, melt fluid motion, melting and solidification, and free surface
evolution during the HPDL cladding process, a unique set of gov-
erning equations are established as follows.

Mass equation

�

�t
��� + � · ��V� = Ṡmass �15�

Momentum equations

���u�
�t

+ � · ��Vu� = � · �� � u� + Ṡxmom �16�

Fig. 4 Off-axis HPDL powder flow with temperature profile, la-
ser power 2400 W, beam spot 12Ã0.5 mm2, stellite 6 powder
flow rate 35 g/min, shielding gas „argon… flow rate 0.8 SCFM,
and carrier gas „argon… flow rate 10 SCFH
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���v�
�t

+ � · ��Vv� = � · �� � v� + Ṡymom �17�

���w�
�t

+ � · ��Vw� = � · �� � w� + Ṡzmom �18�

Energy equation

���h�
�t

+ � · ��Vh� = � · �k � T� + Ṡenthalpy �19�

Level set equation

���
�
�t

+ � · ��V
� = Ṡlevelset �20�

All the source terms in Eqs. �15�–�20� are given in Table 2.

The physical meaning of Ṡmass is the rate that the gas phase in a
certain control volume is being replaced by the deposited material
due to the moving metal/air interface. Similarly, the last term of

Ṡimom �i=x ,y ,z� and Ṡenthalpy represents the additional momentum
and enthalpy associated with the moving interface. This mass con-
servation aspect has been incorporated into the governing equa-
tions, making the model more physically complete and accurate
than those in literature �15–17�. H is the Heaviside function,
which is used to smooth the properties across the interface and
defined as �15,26�

H��
� = �
0 if 
 � − �

0.5�1 +



�
+

1

�
sin��


�
�	 if 


 � �

1 if 
 � �
� �21�

where 
 is the level set function and � is half interface thickness.

The second term of Ṡimom is a Darcy term, representing the
damping force when the fluid passes through a porous media
�mushy zone�. �m is the liquid metal viscosity and K is the iso-
tropic permeability and expressed by the Kozeny–Carman equa-

tion �27�. The third term of Ṡimom contains two forces at the free
surface: the capillary and Marangoni forces �16,17�. The capillary
force acts in the normal direction due to the interface curvature �
and surface tension �. n is the normal vector of the free surface.
The Marangoni force acts in the tangential direction of the free
surface and is caused by the surface temperature gradient. �s de-

notes the gradient in the tangent plane. The fourth term of Ṡymom is
buoyancy force �Boussinesq model�, in which �r is the reference
density at a reference temperature Tr. � is the thermal expansion
coefficient and g is gravity acceleration.

The first term of Ṡenthalpy accounts for energy transfer due to
relative phase motion in the mush zone �28� while the second term

Fig. 5 Comparison between predicted and experimental „a… vertical velocity, „b… horizontal veloc-
ity across width of jet with powder feedrate 35 g/min, „c… vertical velocity, and „d… horizontal
velocity transverse to nozzle with powder feedrate 25 g/min. All measured at 6 mm above laser
spot, carrier gas 5 SCFH, shielding gas 1.6 SCFM, and nozzle angle 41 deg from horizontal plane.

Table 2 Source terms for the governing equations

Equation Source term

Mass
Ṡmass =

��

�H

�H

�t

x-momentum
Ṡxmom = −

�p

�x
−

�m

K
u − ex · ��n� − �s������ +

���u�
�H

�H

�t

y-momentum

Ṡymom = −
�p

�y
−

�m

K
v − ey · ��n� − �s������ + �rg��T − Tr�

+
���v�
�H

�H

�t

z-momentum
Ṡzmom = −

�p

�z
−

�m

K
w − ez · ��n� − �s������ +

���w�
�H

�H

�t

Energy
Ṡenthalpy = − � · ��fs�hl − hs�V� + �ql� + qp� − Ah�T − T��

− 	��T4 − T�
4 ������ +

���h�
�H

�H

�t

Level set Ṡlevelset=−�Fp
��
+ Ṡmass�
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includes heat flux exchanges on the interface in which ql� repre-
sents the absorbed heat flux of the HPDL intensity profile defined
in Eq. �14� and qp� represents the extra energy from the powder,
which is small and can be neglected. The rest two denote heat loss
terms through convection and radiation, respectively. Ah is the
heat transfer coefficient of forced convection, 	 and � denote the
Stefan–Boltzmann constant and the material emissivity, respec-
tively, and T� is ambient temperature. ��
� is the derivative of the
Heaviside function �15,26� given by

��
� = �0 if 


 � �

1

2�
+

1

2�
cos��


�
� if 


 � � � �22�

Through ��
�, the surface forces and energy are successfully in-
corporated into the source terms.

The level set method �26� is adopted to track the evolution of
the complex free surface shape. In this study, a new conservative

form is proposed. In the source term Ṡlevelset, Fp is the free surface
growth velocity due to the powder addition given by

FP =
M�x,y,z�

�p
vp �23�

in which M�x ,y ,z� is the mass concentration profile of powder
flow when reaching the melt pool, which is obtained from the
output of the aforementioned powder flow model, vp is the pow-
der impinging velocity, and �p is the powder density.

The properties, such as density �, enthalpy h, thermal conduc-
tivity k, and dynamic viscosity � in the metal/air transition region,
are expressed as

� = �1 − H��m + H�g �24�

h = �1 − H�hm + Hhg �25�

k = �1 − H�km + Hkg �26�

� = �1 − H��m + H�g �27�

in which subscripts m and g represent metal and gas, respectively.
The solid-liquid region �metal region� is characterized by three

separate phases: pure solid, pure liquid and solid-liquid mixture
�mush zone�. The corresponding mush zone properties are defined
as

�m = gs�s + gl�l �28�

hm = fshs + f lhl �29�

cpm = fscps + f lcpl �30�

km = �gs

ks
+

gl

kl
�−1

�31�

�m = �l
�m

�l
�32�

where subscripts s and l represent solid and liquid, respectively.
cps and cpl are solid and liquid metal heat capacity, respectively,
and gs and gl are the solid and liquid volume fraction of material
respectively. Solid, liquid, and mixture metal enthalpies are ex-
pressed as �15–17,28�

hs = cpsT, hl = cplT + ��, hm = cpmT + f l�� �33�

where �� is a modified latent heat

�� = �cps − cpl�Ts + Lm �34�

in which Lm is the latent heat. Phase change �melting or solidifi-
cation� is indicated by the variation of the liquid fraction value.
The liquid mass fraction of material f l�=1− fs� is defined as

f l = �
1, T � T

T − Ts

Tl − Ts
, Ts � T � Tl

0, T � Ts

� �35�

in which Ts and Tl are solidus and liquidus temperatures, respec-
tively.

3 Numerical Solution
In order to accurately calculate the strong liquid motion, free

surface motion, and local high temperature gradient, fine meshes
were designed around the molten pool region. In the area where a
track is going to be deposited, the minimum grid spacing is about
83.3 �m in Y direction. The overall calculation domain is 25
�12�20 mm3 in X, Y, and Z directions with a nonuniform grid
of 147�40�46. Initially, the computation domain is composed
of gas �above the substrate� and solid phase �substrate�. The whole
set of governing equations are solved using a finite volume
method with an upwind scheme to treat the advection fluxes.
Stored on the collocated grid system, main variables such as pres-
sure, velocities, temperature, and level set function are calculated
using a coupled solver. In each time step, the convergence was
checked through residuals of calculated variables. Once it con-
verges, physical properties are updated and the next time step
calculation begins. The time step value was chosen such that the
maximum displacement of the free surface at one time step is less
than the minimum grid spacing �16,17�.

4 Result and Discussion
In this study, a continuous 4.0 kW Nuvonyx ISL-4000L HPDL

with a rectangular beam spot size of 12�0.5 mm2 was consid-
ered. The powder material is Stellite 6 and the substrate material
is mild steel 1018. The main properties of materials are listed in
Table 3. Due to the natural convection on the sides of the sub-
strate, an adiabatic boundary condition is applied to each side
except for the surface where clad forms. The initial temperature
was set to be 300 K.

A sequential three-dimensional track evolution in a 1.8 s period
during the process is illustrated in Fig. 6. As seen in Fig. 6, a
distinct, wide, rectangular molten pool is generated at the front of
the track with the moving beam. The melt solidifies very quickly
due to the high attendant cooling rate and forms a track after the
laser moves away. A wide track with a height about 0.4 mm and
little dilution is being formed. Corresponding cross sections along
the scanning direction are also displayed. It can be seen that the
molten pool peak temperature can be as high as around 1795 K at
t=1.8 s and the fluid motion velocity is about 0.01 m/s under the
conditions of this study. The molten pool free surface is deformed
due to strong fluid motion. To better examine the fluid motion in
the molten pool and mush zone, sequential velocity fields in cross
sections along the scanning direction are separately shown in Fig.
7. As seen in Fig. 7, two vortexes �one strong top vortex and a

Table 3 Main material properties for powder and substrate
†8,9,29‡

Property, symbol �unit� Stellite 6 Mild steel �1018�

Density, �s or �l �kg /m3� 8380 7800
Specific heat, cps or cpl �J /kg K� 421 610
Solid conductivity, ks �W /m K� 14.8 50.0
Liquid conductivity, kl �W /m K� 48.8 35.0
Latent heat, Lm �J/kg� 2.92�105 2.46�105

Liquidus temperature, Tl �K� 1630 1803
Solidus temperature, Ts �K� 1533 1766
Dynamic liquid viscosity, �l �Pa s� 5.96�10−3 6.10�10−3

Surface tension coefficient �N /m K� −1.12�10−4 −4.90�10−4
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weak corner vortex� form in the molten pool. The fluid velocity
decreases when the melt flows through the mush zone, where a
damping effect in the porous media occurs.

To validate the model, off-axis HPDL cladding experiments
have been carried out using three sets of processing parameters as
listed in Table 4. The clad heights, widths, and cross section pro-
file are compared between simulated and experimental results as
shown in Figs 8–10. As seen in Figs. 8–10, wide tracks with large
width-to-thickness aspect ratio and little dilution have been pro-
duced. The clad heights, widths, and clad shape match each other
well. The simulated molten pool depths are very limited within the
track with little dilution, which agrees well with experimental
ones.

5 Conclusion
The off-axis HPDL cladding process with distinct powder flow

and molten pool has been completely modeled. Key parameters
such as nozzle inclination angle, rectangular beam profile, shield-
ing gas flow rates, and powder feed rate were incorporated in a
powder model so that spatial powder density, powder velocity, and
temperature distribution could be accurately accounted for. The
thermal and fluidic behaviors around the molten pool formed by
the unique rectangular beam were revealed through a three-
dimensional self-consistent cladding model with the incorporation
of the distributed powder properties as input. The effect of con-
tinuous mass addition has been rigorously considered, thus mak-

ing the model more accurate. All HPDL cladding experiments in
this study produced well-bonded tracks with little dilution. Simu-
lated track heights, widths, and profiles together with molten pool
depth agree well with experimental ones. The models addressed in
this paper provide a means in optimizing processing parameters in
HPDL cladding processes.

Fig. 6 Sequential 3D off-axis HPDL deposition profile and tem-
perature distribution with cross sections, laser power 2100 W,
beam spot 12Ã0.5 mm2 with 6.35 mm defocus down, stellite 6
powder flow rate 35 g/min, and scanning speed 3.33 mm/s

Fig. 7 Sequential fluid motion velocity fields in the molten
pool in cross sections along the laser scanning direction, laser
power 2100 W, beam spot 12Ã0.5 mm2 with 6.35 mm defocus
down, Stellite 6 powder flow rate 35 g/min, and scanning speed
3.33 mm/s, weak vortex is shown by a stream line

Table 4 Processing parameters of three cases

Parameters Case a Case b Case c

Laser power �W� 2100 2400 2400
Scanning speed �mm/s� 3.33 3.33 3.00
Powder feed rate �g/min� 35 35 35
Distance from conical nozzle �mm� 34.35 24.00 30.00
Nozzle angle from horizontal �deg� 49 38 38
Shielding gas flow rate �SCFM� 1.7 0.8 1.2
Carrier gas flow rate �SCFH� 3 10 4
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Nomenclature
A � area

Ah � convection coefficient for metal

Fig. 8 Comparison of track height, width, and profile between simulated and experi-
mental results, laser power 2100 W, beam spot 12Ã0.5 mm2 with 6.35 mm below
focus, stellite 6 powder flow rate 35 g/min, and scanning speed 3.33 mm/s

Fig. 9 Comparison of track height, width, and profile between simulated
and experimental results, laser power 2400 W, beam spot 12Ã0.5 mm2 with
4.00 mm above focus, stellite 6 powder flow rate 35 g/min, and scanning
speed 3.33 mm/s

031007-8 / Vol. 133, MARCH 2011 Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a1 ,a2 ,a3 ,a4 � constants
CD � drag coefficient

C1 ,C2 ,C� � coefficients in turbulent transport equations
cp � heat capacity
d � diameter

ex ,ey ,ez � direction vector
F � free surface growth velocity
f � mass fraction

Gk � rate of production of kinetic energy
g � gravitational acceleration
g � volume fraction
H � Heaviside function
hc � convection coefficient for powder
h � enthalpy
I � laser intensity

K � isotropic permeability
k � kinetic energy of turbulence
k � thermal conductivity of metal
L � latent heat

M � mass concentration of powder
m � mass
ṁ � mass flow rate

Nu � Nusselt number
n � number of particle trajectories
n � normal vector of free surface
P � laser power
Pr � Prandtl number
p � pressure

q� � heat flux
Re � Reynolds number

Ṡ � source term
T � temperature

T� � ambient temperature
t � time

�t � time interval
u ,v ,w � velocity

V � volume
V � velocity vector

x ,y ,z � coordinates
x � position vector

Greek Symbols
� � density
� � surface tension
� � rate of dissipation of turbulence energy
� � radiation emissivity

� � variable
� � source term from powder
 � thermal conductivity of gas
� � absorptivity
� � half interface thickness
� � level set function

 � shape factor
� � dynamic viscosity

� ,� � parameter
� � parameter

Fig. 10 Comparison of track height, width, and profile between simulated
and experimental results, laser power 2400 W, beam spot 12Ã0.5 mm2 with
2.00 mm below focus, stellite 6 powder flow rate 35 g/min, and scanning
speed 3.00 mm/s
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� � thermal expansion coefficient
� � interface curvature
	 � Stefan–Boltzmann constant

	k ,	� � coefficients in turbulent transport equations
� � delta function

Subscripts
b � laser beam
C � cell

enthalpy � energy equation
f � fusion
i � iteration level or direction
j � number
l � laminar
l � liquid

liq � liquidus
m � metal
m � melting

mass � continuity equation
mom � momentum equation

p � powder
r � reference
s � solid

sol � solidus
t � turbulent

Superscript
j � powder trajectory number

References
�1� Barnes, S., Timms, N., Bryden, B., and Pashby, I., 2003, “High Power Diode

Laser Cladding,” J. Mater. Process. Technol., 138, pp. 411–416.
�2� Nowotny, S., Richter, A., and Beyer, E., 1998, “Laser Cladding Using High-

Power Diode Lasers,” ICALEO’98 Proceedings, 85G, pp. 68–74.
�3� Li, L., 2000, “The Advances and Characteristics of High-Power Diode Laser

Materials Processing,” Opt. Lasers Eng., 34, pp. 231–253.
�4� Bachmann, F., 2000, “High Power Diode Laser Technology and Applications,”

Proc. SPIE, 3888, pp. 394–403.
�5� Tuominen, J., Hayhurst, P., Eronen, V., Vuoristo, P., and Mantyla, T., 2003,

“Comparison of Muti-Feed and Off-Axis High Power Diode Laser �HPDL�
Cladding,” Proc. SPIE, 4973, pp. 116–127.

�6� Schoeffel, K. C., and Shin, Y. C., 2007, “Laser Cladding of Two Hardfacing
Alloys Onto Cylindrical Low Alloy Steel Substrates With a High Power Direct
Diode Laser,” ASME Paper No. MSEC2007-31112.

�7� Jouvard, J. M., Grevey, D. F., Lemoine, F., and Vannes, A. B., 1997, “Con-
tinuous Wave Nd:YAG Laser Cladding Modeling: A Physical Study of Track
Creation During Low Power Processing,” J. Laser Appl., 9�1�, pp. 43–50.

�8� Picasso, M., Marsden, C. F., Wagniere, J. D., Frenk, A., and Rappaz, M., 1994,
“A Simple but Realistic Model for Laser Cladding,” Metall. Mater. Trans., B,

25B, pp. 281–291.
�9� Hoadley, A. F. A., and Rappaz, M., 1992, “A Thermal Model of Laser Clad-

ding by Powder Injection,” Metall. Trans. B, 23�5�, pp. 631–642.
�10� Kaplan, A. F. H., and Groboth, G., 2001, “Process Analysis of Laser Beam

Cladding,” ASME J. Manuf. Sci. Eng., 123, pp. 609–614.
�11� Kumar, S., and Roy, S., 2006, “The Effect of Marangoni–Rayleigh–Benard

Convection on the Process Parameters in Blown-Powder Laser Cladding
Process—A Numerical Investigation,” Numer. Heat Transfer, Part A, 50, pp.
689–704.

�12� Choi, J., Han, L., and Hua, Y., 2005, “Modeling and Experiments of Laser
Cladding With Droplet Injection,” ASME J. Heat Transfer, 127, pp. 978–986.

�13� Toyserkani, E., Khajepour, A., and Corbin, S., 2003, “Three-Dimensional Fi-
nite Element Modeling of Laser Cladding by Powder Injection: Effects of
Powder Federate and Travel Speed on the Process,” J. Laser Appl., 15�3�, pp.
153–160.

�14� Huang, Y. L., Liang, G. Y., and Su, J. Y., 2004, “3-D Transient Numerical
Simulation on the Process of Laser Cladding by Powder Feeding,” J. Univ. Sci.
Technol. Beijing, 11�1�, pp. 13–17.

�15� Han, L., Liou, F. W., and Phatak, K. M., 2004, “Modeling of Laser Cladding
With Powder Injection,” Metall. Mater. Trans. B, 35, pp. 1139–1150.

�16� Qi, H., Mazumder, J., and Ki, H., 2006, “Numerical Simulation of Heat Trans-
fer and Fluid Flow in Coaxial Laser Cladding Process for Direct Metal Depo-
sition,” J. Appl. Physiol., 100, p. 024903.

�17� He, X., and Mazumder, J., 2007, “Transport Phenomena During Direct Metal
Deposition,” J. Appl. Physiol., 101, p. 053113.

�18� Wen, S., Shin, Y. C., Murthy, J. Y., and Sojka, P. E., 2009, “Modeling of
Coaxial Powder Flow for the Laser Direct Deposition Process,” Int. J. Heat
Mass Transfer, 52, pp. 5867–5877.

�19� Patankar, S. V., 1980, Numerical Heat Transfer and Fluid Flow, Hemisphere,
Washington.

�20� Serag-Eldin, M. A., and Spalding, D. B., 1979, “Computations of Three-
Dimensional Gas Turbine Combustion Chamber,” J. Eng. Power, 101, pp.
327–336.

�21� Fluent, Inc., 2006, FLUENT 6.3 User Manual, Canonsburg, Pennsylvania.
�22� Launder, B. E., and Spalding, D. B., 1972, Lectures in Mathematical Models of

Turbulence, Academic, London, UK.
�23� Haider, A., and Levenspiel, O., 1989, “Drag Coefficient and Terminal Velocity

of Spherical and Nonspherical Particles,” Powder Technol., 58, pp. 63–70.
�24� Pan, H., Sparks, T., Thakar, Y. D., and Liou, F., 2006, “The Investigation of

Gravity Driven Metal Powder Flow in Coaxial Nozzle for Laser-Aided Direct
Metal Deposition Process,” ASME J. Manuf. Sci. Eng., 128�2�, pp. 541–553.

�25� Pinkerton, A. J., and Li, L., 2005, “An Experimental and Numerical Study of
the Influence of Diode Laser Beam Shape on Thin Wall Direct Metal Deposi-
tion,” J. Laser Appl., 17�1�, pp. 47–56.

�26� Osher, S., and Fedkiw, R., 2003, Level Set Methods and Dynamic Implicit
Surfaces, Springer, New York.

�27� Asai, S., and Muchi, I., 1978, “Theoretical Analysis and Model Experiments
on the Formation Mechanism of Channel-Type Segregation,” Trans. Iron Steel
Inst. Jpn., 18, pp. 90–98.

�28� Bennon, W. D., and Incropera, F. P., 1987, “A Continuum Model for Momen-
tum, Heat and Species Transport in Binary Solid-Liquid Phase Change
Systems—I. Model Formulation,” Int. J. Heat Mass Transfer, 30�10�, pp.
2167–2170.

�29� Huang, Y. L., Yang, Y. Q., Wei, G. Q., Shi, W. Q., and Li, Y. B., 2008,
“Boundary Coupled Dual-Equation on Mass Transfer in the Process of Laser
Cladding,” Chin. Opt. Lett., 6�5�, pp. 356–360.

031007-10 / Vol. 133, MARCH 2011 Transactions of the ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Phadungsak Rattanadecho
e-mail: ratphadu@engr.tu.ac.th

Waraporn Klinbun

Research Center of Microwave Utilization in
Engineering (RCME),

Department of Mechanical Engineering,
Faculty of Engineering,

Thammasat University (Rangsit Campus),
Pathumthani 12120, Thailand

Theoretical Analysis of
Microwave Heating of Dielectric
Materials Filled in a Rectangular
Waveguide With Various
Resonator Distances
This paper proposes mathematical models of the microwave heating process of dielectric
materials filled in a rectangular waveguide with a resonator. A microwave system sup-
plies a monochromatic wave in a fundamental mode (TE10 mode). A convection exchange
at the upper surface of the sample is considered. The effects of resonator distance and
operating frequency on distributions of electromagnetic fields inside the waveguide, tem-
perature profile, and flow pattern within the sample are investigated. The finite-difference
time-domain method is used to determine the electromagnetic field distribution in a
microwave cavity by solving the transient Maxwell equations. The finite control volume
method based on the SIMPLE algorithm is used to predict the heat transfer and fluid flow
model. Two dielectric materials, saturated porous medium and water, are chosen to
display microwave heating phenomena. The simulation results agree well with the experi-
mental data. Based on the results obtained, the inserted resonator has a strong effect on
the uniformity of temperature distributions, depending on the penetration depth of micro-
wave. The optimum distances of the resonator depend greatly on the operating
frequencies. �DOI: 10.1115/1.4002628�

Keywords: microwave heating, rectangular waveguide, TE10 mode, porous medium,
resonator

1 Introduction
Microwave is a form of electromagnetic wave with wave-

lengths ranging from 1 m down to 1 mm, with frequencies be-
tween 0.3 GHz and 300 GHz. Microwave is applied in many
industry and household as a source of thermal energy. It is used in
the drying of textile, paper, photographic film, and leather. Other
uses include vulcanization, casting, and cross-linking polymers.
Perhaps, the largest consumer of microwave power is the food
industry, where it is used for cooking, thawing, freeze drying,
sterilization, pasteurization, etc. This is the result of the energy
carried by the microwave that is converted to thermal energy
within the material and a very rapid temperature increase through-
out the material that may lead to less by-products and decompo-
sition products. In addition, microwave heating has several advan-
tages, such as high speed startup, selective energy absorption,
instantaneous electric control, nonpollution, high energy effi-
ciency, and high product quality.

In order to maintain product quality, uniform distribution of
heat is of paramount importance in these processes. The factors
that influence the uniformity of heat are load factors and micro-
wave system factors. For example, dielectric properties, volume,
shape, and mixture ratio are load factors �1�. Microwave system
factors are turntable, operating frequency, placement inside the
oven, oven size, and geometry �2�. Knowledge of several param-
eters is required for an accurate account of all phenomena that
occur in a dielectric heated by microwaves. This includes a de-
scription of electromagnetic field distribution, power absorbed,

temperature, and velocity field. For this reason, we need to solve
Maxwell’s equation, momentum, and energy equation. Since the
complexity and number of the equations are involved, a numerical
method is the only approach to conduct realistic process simula-
tions.

The computational study interactions between electromagnetic
field and dielectric materials have been investigated in a variety of
microwave applicator, such as a multimode cavity �Datta et al. �3�,
Jia and Bialkowski �4�, Lui et al. �5�, Ayappa et al. �6�, Zhang et
al. �7�, Clemens and Saltiel �8�, Chatterjee et al. �9�, and Zhu et al.
�10–13�� and a rectangular waveguide �Ratanedecho et al.
�14–16�, Rattanedecho �17�, Curet et al. �18�, and Tada et al.
�19��. The dielectric materials, such as food, liquid, and a satu-
rated porous packed bed, are chosen for investigating microwave
heating phenomena. Ratanedecho et al. �15� investigated, both
numerically and experimentally, the microwave heating of a liquid
sample in a rectangular waveguide. Microwave was operated in
TE10 mode at a frequency of 2.45 GHz. The movement of liquid
induced by microwave energy was taken into account. Coupled
electromagnetic, flow field, and thermal profile were simulated in
two-dimensional. Their work showed the effects of liquid electric
conductivity and microwave power level on the degree of penetra-
tion and rate of heat generation within a liquid layer. Results
showed that the heating kinetic strongly depends on the dielectric
properties. Ratanedecho et al. �16� investigated the heating of
multilayered materials by microwave heating with a rectangular
waveguide. They found that when a layer of lower dielectric ma-
terial is attached in front of a sample, the microwave energy ab-
sorbed and the distribution of temperature within the sample are
enhanced. Basak et al. �20� studied the efficient microwave heat-
ing of porous dielectrics. The results showed that the average
power absorption of the samples �b/a and b/o� was enhanced in
the presence of Al2O3 support. Thermal runaway heating was ob-
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served at the face that was not attached with support for the b/a
sample and the intensity of thermal runaway increase with poros-
ity, whereas lower thermal runaway was observed for b/o samples
at all porosity values. The last, one side incidence may correspond
to the largest heating rates, whereas distributed sources may cor-
respond to smaller thermal runaway for both samples.

Many parameters, such as dielectric properties, sample volume,
microwave power level, turntable, and operating frequency, were
studied in detail. Rattanadecho �17� developed two-dimensional
models to predict the electromagnetic fields �TE10 mode� inside a
guide and the power and temperature distributions within a wood
located in a rectangular waveguide. His simulations were per-
formed showing the influence of irradiation times, working fre-
quencies, and sample size. Chatterjee et al. �9� numerically inves-
tigated the heating of containerized liquid using microwave
radiation. The effects of turntable rotation, natural convection,
power source, and aspect ratio of container on the temperature
profile were studied, and they presented detailed results of tem-
perature profiles, stream functions, and time evolution of flow
field. Results indicated that turntable rotation did not aid in
achieving uniform heating in the case of a symmetric heat source.
Zhu et al. �10,11� presented a numerical model to study heat trans-
fer in liquids that flowed continuously in a circular duct that was
subjected to microwave heating. The results showed that the heat-
ing pattern strongly depends on the dielectric properties of the
fluid in the duct and on the geometry of the microwave heating
system.

However, the effects of the operating frequency and resonator
distance on microwave phenomena in the case of using a rectan-
gular waveguide with a resonator have not been clearly studied
yet. The present study concerns with a microwave heating of the
dielectric materials subjected to a monochromatic wave �TE10
mode�. The objective of this study can be summarized by the
following items: �i� A two-dimensional microwave heating model
is carried out to predict the distribution of electromagnetic fields,
temperatures, and velocities. �ii� Simulation results are compared
and validated with the experimental results in previous works. �iii�
The effects of resonator, resonator distances �0 mm, 50 mm, 100
mm, and 200 mm�, operating frequencies �1.5 GHz, 2.45 GHz,
and 5.8 GHz�, and dielectric properties microwave heating phe-
nomena are studied.

2 Problem Description
Figure 1 depicts the physical model of the problem. It is a

microwave system supplying a monochromatic wave in the fun-
damental mode �TE10 mode�. Microwave energy is transmitted
along the Z-direction of a rectangular waveguide �cross section
area of 109.2�54.6 mm2� with microwave power input of 300
W. The walls of the guide are thermally insulated and are perfect
electric conductors. A resonator inserted at the end of the guide is
used to reflect a transmitted wave, and resonator distances are
referred to distances between the bottom surface of the sample
and the surface of the resonator. The sample �cross section area of
109.2�54.6 mm2� fills the guide. The upper surface of the
sample is exposed for a convection exchange with ambient tem-
perature. The samples are saturated porous medium and water. A
saturated porous medium is a packed bed consisting of single

sized glass beads with voids filled with water. The porosity of the
medium is 0.385 everywhere. The coordinate system designated
by XYZ is used to describe electromagnetic fields, and the system,
xyz, is designated for describing the temperature and flow fields.

3 Modeling of Microwave Heating

3.1 Modeling of Electromagnetic Fields. The electromag-
netic field is solved according to the theory of Maxwell’s equa-
tions. In this study, we consider in a fundamental mode �TE10�,
therefore, Maxwell’s equations in terms of the electric and mag-
netic intensities given by Ratanedecho et al. �15�,

�
�EY

�t
=

�HX

�Z
−

�HZ

�X
− �EY �1�

�
�HZ

�t
= −

�EY

�X
�2�

�
�HX

�t
=

�EY

�Z
�3�

where

� = �0�r, � = �0�r, � = 2�f� tan � �4�

� is the complex permittivity, � is the electrical conductivity, and
� is the magnetic permeability. In addition, if magnetic effects are
negligible, which is proven to be a valid assumption for most
dielectric materials used in microwave heating applications, the
magnetic permeability ��� is well approximated by its value ��0�
in the free space. tan � is the loss tangent coefficient.

In this study, dielectric properties of samples depend on tem-
perature as follows:

�r�T� = �r��T� − j�r��T� �5�
where

�r��T� = ��rw� �T� + �1 − ���rp� �T� �6�

�r��T� = ��rw� �T� + �1 − ���rp� �T� �7�

� is the porosity, thus, a case of water �=1,

tan � =
�r��T�
�r��T�

�8�

From the Poynting vector, the volumetric power absorbed �Q� by
a dielectric material can be calculated from the local electric fields
�15�:

Q = 2�f�0�r��tan �� · EY
2 �9�

3.2 Boundary Conditions. The upper surface of the sample
is partially received incident electromagnetic wave and the side-
walls of the waveguide are perfect electric conductors.

1. Perfectly conducting boundary: Boundary conditions on the
inner wall surface of waveguide and at resonator are given
by Faraday’s law and Gauss’s theorem �15�:

Et = 0, Hn = 0 �10�

where t and n denote tangential and normal components,
respectively.

2. Continuity boundary condition: Boundary conditions along
the interface between the sample and air are given by Am-
pere’s law and Gauss’s theorem �15�:

Et = Et�, Ht = Ht�

Dn = Dn�, Bn = Bb� �11�
3. Absorbing boundary condition: At both ends of rectangular

Fig. 1 Schematic of microwave system
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waveguide, the first-order absorbing conditions are applied
�15�:

�EY

�t
= � 	

�EY

�Z
�12�

where � is represented as the forward and backward direc-
tions and 	 is the velocity of wave propagation.

4. Oscillation of the electric and magnetic intensities by mag-
netron: An incident wave due to magnetron is given by Ra-
tanedecho et al. �15�,

EY = EYin sin��X

LX
�sin�2�ft� �13�

HX =
EYin

ZH
sin��X

LX
�sin�2�ft� �14�

where EYin is the input value of electric fields intensity, LX is
the length of the rectangular waveguide in the X-direction,
and ZH is the wave impedance defined as follows:

ZH =

gZl



=


g



��

�
�15�

Here, Zl is the intrinsic impedance depending on the prop-
erties of the material, and 
 and 
g are the wavelengths of
microwave in free space and rectangular waveguide,
respectively.

3.3 Modeling of Heat Transfer and Fluid Flow. To reduce
the complexity of the problem, the following assumptions have
been introduced into energy and fluid flow equations, particularly
in the case of the saturated porous packed bed sample:

1. The saturated fluid within the medium is in a local thermo-
dynamic equilibrium with the solid matrix.

2. The saturated porous packed bed is rigid and no chemical
reactions occur.

3. The fluid flow is unsteady, laminar, and incompressible.
4. The pressure work and viscous dissipation are all assumed

negligible.
5. The solid matrix is made of spherical particles while the

porosity and permeability of the medium are assumed to be
uniform throughout the saturated porous packed bed.

6. There is no phase change for the liquid and solid phases.
7. The samples are homogeneous and isotropic.

Heat equation: For saturated porous packed bed and water
layer, as follows �21�:

�
�T

�t
+ u

�T

�x
+ w

�T

�z
= �� �2T

�x2 +
�2T

�z2 � +
Q

�Cp�w
�16�

�= ���Cp�w+ �1−���Cp�p� / �Cp�w is the heat capacity ratio. If
the sample is water, the heat capacity ratio has a value of 1. Q is
the volumetric power absorbed, which is calculated from Eq. �9�.

Continuity equation:

�u

�x
+

�w

�z
= 0 �17�

Momentum equations:

1. For water layer �15�:

�u

�t
+

��u · u�
�x

+
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�z
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1

w
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�z
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+ g��T − T�� �19�

2. For saturated porous packed bed �21�:
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+
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�w
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The momentum equations for the saturated porous packed
bed consist of the Brinkmann term, which describes viscous
effects due to the presence of a solid body. This form of
momentum equations is known as the Brinkmann-extended
Darcy model �21�, where � is the dynamic viscosity, K is the
medium permeability, � is the thermal expansion coefficient,
� is the effective thermal diffusivity of the saturated porous
packed bed, and � is the kinematic viscosity of the fluid.

3.4 Initial and Boundary Conditions.

1. At the interface between the sample and the walls, zero slip
boundary conditions are used for the momentum equations,

u = w = 0 �22�
No heat exchange takes place:

�T

�x
=

�T

�z
= 0 �23�

2. The upper surface of sample exchanges with surrounding
where the boundary conditions are given by

• Heat is lost from the surface via natural convection,

− 

�T

�z
= hc�T − T�� �24�

where hc is the local heat transfer coefficient.
• In order to capture the real flow phenomenon, the influence

of Marangoni flow is included in analyzing model where the
velocity in the normal direction �w� and shear stress in the
horizontal direction are assumed to be zero �15�,

�
�u

�z
= −

d�

dT

�T

�x
�25�

where � and � are the absolute viscosity and surface tension
of liquid layer, respectively.

The initial condition of the sample is defined as follows:

T = T0 at t = 0 �26�

4 Numerical Procedure
Maxwell’s equations �Eqs. �1�–�6�� are solved using the finite-

difference time-domain �FDTD� method. The electric field com-
ponents �E� are stored halfway between the basic nodes, while the
magnetic field components �H� are stored at the center. So, they
are calculated at alternating half-time steps. E and H field com-
ponents are discretized by a central difference method �second-
order accurate� in both spatial and time domains. The energy and
fluid flow equations �Eqs. �17�–�21�� are solved numerically by
using the finite control volume �FCV� method along with the
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SIMPLE algorithm developed by Patankar �22�. These equations are
coupled to Maxwell’s equations by Eq. �9�. Because the dielectric
properties of most liquids depend on temperature, it is necessary
to consider the coupling between the E field and the temperature
distribution. For this reason, the iteration scheme �reference from
Ratanedecho et al. �15�� is used to resolve the nonlinear coupling
of Maxwell’s equations, momentum, and energy equations. Spa-
tial and temporal resolutions are selected to ensure stability and
accuracy. To ensure stability of the time-stepping algorithm, �t is
chosen to satisfy the courant stability condition �15�:

�t �
���x�2 + ��z�2

	
�27�

The spatial resolution of each cell is defined as follows:

�x,�z �

g

10��r

�28�

The calculation conditions that correspond to Eqs. �27� and �28�
are as follows:

1. Grid size: �x=1.0922 mm and �z=1.0000 mm
2. Time steps: �t=2�10−12 s and �t=0.01 s are used corre-

sponding to electromagnetic field and temperature field cal-
culations, respectively.

3. The relative error in the iteration procedures of 10−6 is
chosen.

5 Results and Discussion

5.1 Physical Properties. Two samples are simulated in order
to illustrate microwave heating phenomena using a rectangular
waveguide with a resonator. Saturated porous packed bed and
water layer are selected for this purpose. Thermal properties and
temperature-dependent dielectric properties of the samples are
shown in Table 1 �14�. The dielectric properties of samples are
assumed independent of the microwave frequency.

The convection heat transfer coefficient hc=10 W m−2 K−1 is
due to natural convection flux at the upper surface of the sample.
Initially, the whole calculation domain is assumed to be at a uni-
form temperature of 301 K.

The penetration depth �Dp� is defined as the distance at which
the power density has decreased to 37% of its initial value at the
surface �20�:

Dp =
1

2�f

	

��r���1 + ��r�

�r�
�2

− 1	
2

=
1

2�f

	
��r���1 + �tan ��2 − 1�

2

�29�

5.2 Numerical Validations. The numerical results have been
validated with experimental data of an earlier work �Cha-um et al.
�23��. Figures 2�a� and 2�b� show a comparison of the numerical

results and experimental data of temperature profiles along x- and
z-axes, respectively �Cha-um et al. �23��. It may be noted that the
earlier work was investigated without a resonator inside a rectan-
gular waveguide. It was observed that the trends of results are in
good agreement. From Fig. 2, the magnitudes of the temperatures
predicted within the water layer are all close to the experimental
values. Only small discrepancies are noticed. These maybe re-
sulted from keeping some of thermal properties constant during
the simulation process. For the saturated porous medium, the ex-
perimental data are significantly higher than the computational

Table 1 Thermal and dielectric properties used in the computations †14‡

Properties Air Water Glass bead

Cp�J /kg−1 K−1� 1007 4186 800

�W m−1 K−1� 0.0262 0.609 1.4
�kg /m−3� 1.205 1000 2500
�r 1.0 1.0 1.0
�r 1.0 88.15−0.414T+ �0.131�10−2�T2− �0.046�10−4�T3 5.1
tan � 0.0 0.323− �9.499�10−3�T+ �1.27�10−4�T2− �6.13�10−7�T3 0.01

Fig. 2 Comparison of numerical solutions with experimental
results of temperature profile: „a… along x-axis and „b… along
z-axis
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results, especially along with the X-direction �23�. The discrep-
ancy may be attributed to the uncertainties in some parameter
such as porosity, ���, and the thermal and dielectric property da-
tabase. Further, the uncertainty in temperature measurement might
come from the error in the measured microwave power input
where the calculated uncertainty associated with temperature was
less than 2.65% �23�. From this result, it is clear that the model
can be used as a real tool for investigating in detail this particular
microwave heating of dielectric materials at a fundamental level.

5.3 Heating Characteristics for Saturated Porous Packed
Bed. This section is performed to examine the heating character-
istic of a guide loaded with a saturated porous packed bed �cross
section area of 109.2�54.6 mm2� with a thickness of 50 mm.

5.3.1 Electric Field Distribution. Figure 3 illustrates the elec-
tric field distribution along the center axis �x=54.6 mm� of a
rectangular waveguide at t=60 s for various resonator distances
away from the right boundary at the different operating frequen-
cies. In the figure, the vertical axis represents the intensity of the
electric fields EY, which is normalized to the amplitude of the
input electric fields EYin. In the case without a resonator, all trans-
mitted waves through the sample are absorbed by a fixed water
load at the end of the guide. For the cases with a resonator in the
waveguide for various distances �0 mm, 50 mm, 100 mm, and 200

mm� and various frequencies �1.5 GHz, 2.45 GHz, and 5.8 GHz�,
the electric fields with a small amplitude are formed within the
saturated porous packed bed, while the stronger standing wave
outside the saturated porous packed bed �left-hand side� with a
larger amplitude is formed by interference between the forward
waves and the reflected waves from the resonator. At 2.45 GHz,
the penetration depth of microwave within the saturated porous
packed bed is about 110.2 mm �Table 2�, which is much greater
than the thickness of the saturated porous packed bed, so a large
portion of the microwave is able to penetrate through the layer.
However, due to the reflections occurring at the air-resonator in-
terface, the standing wave can be formed at the right-hand side, as
seen in the figure.

5.3.2 Temperature Profiles and Velocity Fields. Figure 4 illus-
trates the distribution of temperature within a saturated porous
packed bed along depth �x=54.6 mm� for t=60 s with various
resonator distances and various operating frequencies. It is shown
that the highest temperature occurs at the surface and slightly
decreases along the depth of the sample according to the penetra-
tion depth of microwave. For the operating frequencies of 1.5
GHz and 2.45 GHz, the penetration depths of microwave are
181.0 mm and 110.2 mm, respectively, which are larger than the
thickness of a saturated porous packed bed �50 mm�. Thus, the
microwave can either transmit through or reflect from the resona-
tor. The standing waves are formed and transmitted back into the
saturated porous packed bed. During the 1.5 GHz operating fre-
quency, the temperature is much higher for the case of resonator
distances corresponding to 0 mm. This result indicates that the
waves resonate very well, thereby forming a strong standing
wave. During the 2.45 GHz operating frequency, it is interesting
that the temperature is greater for the case of resonator distances
at about 100 mm, whereas the saturated porous packed bed with
resonator distances at 0 mm corresponds to the lowest temperature
during microwave heating. While the operating frequency is 5.8
GHz, all cases correspond to lower temperature situations. Since
the penetration depth of microwave within a saturated porous
packed bed is about 46.8 mm, which is smaller than the thickness
of the sample �50 mm�, energy dissipates quickly inside the bed.
Consequently, a very minimal resonance of standing wave occurs.
Refer to the uniformity of temperature within the saturated porous
packed bed and the temperature difference between the upper and
lower surfaces for each operating frequency in Fig. 4; it is ob-
served that the uniformity does not follow the maximum tempera-
ture. For 1.5 GHz and 2.45 GHz, the uniformity in temperature
occurs for a case of no resonator and a case with resonator at a
distance of about 0 mm, respectively. While the operating fre-
quency is 5.8 GHz, it cannot be indicated because all cases cor-
respond to same situations. Contours of temperature and velocity
fields within the sample for the maximum temperature case with
various operating frequencies are shown in Figs. 5 and 6, respec-
tively. The temperature distributions qualitatively follow electric
field distribution and velocity field. The flow pattern displays cir-
culation patterns, which are characterized by the two symmetrical
vortices stemming from the upper corners. The fluid flows as it is
driven by the effect of buoyancy. This effect is distributed from
the upper corner near the surface where the incident wave propa-

Fig. 3 Distribution of electric field within saturated packed
beds filled the guide for various microwave frequencies at t
=60 s: „a… 1.5 GHz, „b… 2.45 GHz, and „c… 5.8 GHz

Table 2 Penetration depth of saturated packed bed and water
„28°C…

Frequency, f
�GHz�

Penetration depth, Dp
�mm�

Saturated packed bed Water

1.50 181.0 50.6
2.45 110.2 31.0
5.80 46.8 13.1
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gates through. The buoyancy effect is associated with the lateral
temperature gradient at locations near the top surface. Heated por-
tions of the fluid become lighter than the rest of the fluid and are
expanded laterally away from the sides to the center of the
sample.

5.4 Heating Characteristics for Water Layer. This section

presents the heating characteristics of a water layer filled in a
rectangular waveguide. The sample has a 109.2�54.6 mm2 cross
section area with 30 mm of thickness.

5.4.1 Electric Fields Distribution. Figure 7 illustrates the elec-
tric field distribution along the center axis �x=54.6 mm� of a
rectangular waveguide at t=60 s for various resonator distances
and operating frequencies. In the figure, the vertical axis repre-
sents the intensity of the electric fields EY, which is normalized to
the amplitude of the input electric fields EYin. From the figure, the
results are similar to cases of a saturated porous packed bed. The
amplitude of the electric fields is high over the surface of a water
layer �left-hand side� and almost disappears within the water layer.
Small amplitude transmitted waves �right-hand side� are reflected
from a resonator and are transmitted back into a water layer. Note
that the amplitude of electric fields within a water layer is lower
than cases of the saturated porous packed bed, but the amplitude
of electric fields on the surface �left-hand side� is higher than the
case of the saturated porous packed bed. This is because of the
small penetration depth and dielectric properties of the water layer
�as seen in Tables 1 and 2�.

5.4.2 Temperature Profiles and Velocity Fields. Figure 8 illus-
trates the distribution of temperature within a water layer along
the depth �x=54.6 mm� for t=60 s with various resonator dis-
tances and various operating frequencies. It shows no significant
temperature difference between surface and inside the water layer
for a variety of resonator distances because the small penetration
depth and convection play an important role in smoothing out the
temperature profile. For 1.5 GHz and 2.45 GHz of operating fre-

Fig. 4 Temperature profile along z-axis within saturated
packed beds filled the guide for various microwave frequencies
at t=60 s: „a… 1.5 GHz, „b… 2.45 GHz, and „c… 5.8 GHz

Fig. 5 Temperature contour within packed beds at 60 s: „a… 1.5
GHz, 0 mm; „b… 2.45 GHz, 100 mm; and „c… 5.8 GHz, 200 mm
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quencies, the guide with resonator at a distance of 0 mm corre-
sponds to relatively higher temperature during microwave heating.
For a 5.8 GHz operating frequency, the penetration depth of mi-
crowave inside the water layer is 13.1 mm �Table 2�. It is shorter
than the thickness of the water layer, so all cases with and without
a resonator are found to be low and give nearly the same tempera-
ture. In other words, the resonator does not affect temperature
distribution when the penetration depth is lower than the thickness
of the water layer since the electric field is rapidly converted to
thermal energy within the water layer. The result of the uniformity
of temperature is not different in each case. Figures 9 and 10 show
the contour of temperature and velocity fields, respectively, within
the sample for the maximum temperature case with various times
and various operating frequencies. It is interesting to observe that
the highest temperature is in the upper region of the heating water
layer with the temperature decreasing toward the lower boundary.
The velocity fields within the water layer on the x-z plane corre-
spond to temperature fields in Fig. 9. The effect of conduction
plays a greater role than convection at the early stage of heating.
As the heating proceeds, the local heating on the surface water
layer causes the difference of surface tension on the surface of
water layer, which leads to the convective flow of water �Ma-
rangoni flow�. This causes water to flow from the hot region
�higher power absorbed� at the central region of the water layer to
the colder region �lower power absorbed� at the sidewall of the
container. In the stage of heating �t=60 s�, the effect of convec-
tive flow becomes stronger and plays a more important role, es-
pecially at the upper portion of the sidewalls of the container.

However, at the bottom region of the walls where the convection
flow is small, temperature distributions are primarily governed by
the conduction mode.

5.5 Comparison of Heating Characteristics: Saturated Po-
rous Packed Bed Versus Water Layer. In this section, we high-
light the microwave heating characteristics of the saturated porous
packed bed and the water layer to emphasize the importance of
the penetration depth of microwave and the inserted resonator.
The electric field distribution, temperature profile, and velocity
field show the strong function of the penetration depth of micro-
wave within the samples �water layer �30 mm of thickness� or the
saturated porous packed bed �50 mm of thickness��. The dielectric
properties are temperature-dependent. Water layer is a high lossy
material, but a saturated porous packed bed is a low lossy mate-
rial. For all cases of operating frequencies for the saturated porous
packed bed, temperature distribution is found to be larger than that
for the water layer for all cases of resonator distances. For ex-
ample, the maximum temperature �T� for the saturated porous
packed bed with resonator distances at 0 mm is 53°C, corre-
sponding to a 1.5 GHz operating frequency, whereas T for the
water layer with resonator distances at 0 mm is 53°C, correspond-
ing to a 1.5 GHz operating frequency �t=40 s , z=30 mm�. It

Fig. 6 Velocity field within packed beds at 60 s: „a… 1.5 GHz, 0
mm; „b… 2.45 GHz, 100 mm; and „c… 5.8 GHz, 200 mm „vector
length „relative…: 35,900,000 grid units/magnitude…

Fig. 7 Distribution of electric field within water filled the guide
for various microwave frequencies at t=60 s: „a… 1.5 GHz, „b…
2.45 GHz, and „c… 5.8 GHz
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may also be noted that greater power absorption occurs within the
saturated porous packed bed than within the water layer for all
cases. This is because of the standing waves formed by reflected
waves from the resonator inside the saturated porous packed bed.

6 Conclusions
This paper presents the simulations of microwave heating of a

saturated porous packed bed and a water layer that is filled in the

guide with a resonator. The dielectric properties of the sample are
found to depend strongly on temperature. The results show an
interaction between physical parameters �resonator distances, op-
erating frequencies, and dielectric properties� and microwave
heating phenomena. For heating of the saturated porous packed
bed, the inserted resonator strongly affects the uniformity of tem-
perature distribution because the penetration depth of microwave
is larger than the thickness of the saturated porous packed bed.
The microwaves can transmit through the bed and then reflect
back in the bed, forming a standing wave within the bed. For
heating of water, the inserted resonator does not affect the unifor-

Fig. 8 Temperature profiles within water layer at 60 s: „a… 1.5
GHz, „b… 2.45 GHz, and „c… 5.8 GHz

Fig. 9 Temperature contour within water layer at 60 s: „a… 1.5
GHz, 0 mm; „b… 2.45 GHz, 0 mm; and „c… 5.8 GHz, 200 mm

Fig. 10 Velocity field within water layer at 60 s: „a… 1.5 GHz, 0
mm; „b… 2.45 GHz, 0 mm; and „c… 5.8 GHz, 200 mm „vector
length „relative…: 2500 grid units/magnitude…
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mity of temperature distribution except for the case of operating
frequency at 1.5 GHz because the penetration depth of microwave
during 1.5 GHz is larger than the thickness of the water layer.
Additionally, the convection mode plays a significant role on heat
transfer in the water layer.

Table 3 illustrates the heating characteristics for both the satu-
rated porous packed bed and the water layer for various operating
frequencies without a resonator and with a resonator at different
distances. It is observed that the case with a resonator distance of
0 mm may be the optimal choice for the high heating rate satu-
rated porous packed bed with 1.5 GHz and for the water layer
with 2.45 GHz, while no obvious benefit when using a resonator
is observed in the other cases. However, Table 3 provides some
useful guidelines for optimal microwave heating of a saturated
porous packed bed and a water layer with a resonator inserted in
the guide.
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Nomenclature
Cp � specific heat capacity J / �kg K�
E � electric field intensity �V/m�
f � frequency of incident wave �Hz�
g � gravitational constant �m /s2�
H � magnetic field intensity �A/m�
p � pressure �Pa�
P � power �W�
Q � local electromagnetic heat generation term

�W /m3�
s � Poynting vector �W /m2�
t � time �s�
T � temperature �°C�

tan � � dielectric loss coefficient
u ,w � velocity component �m/s�
ZH � wave impedance ���
Zl � intrinsic impedance ���

Greek Letters
� � thermal diffusivity �m2 /s�
� � coefficient of thermal expansion �1/K�
� � dynamic viscosity �Pa/s�
� � permittivity �F/m�
� � absolute viscosity �Pa s�

 � wavelength �m�
� � magnetic permeability �H/m�
� � kinematics viscosity �m2 /s�
� � surface tension �N/m�
 � density �kg /m3�
� � electric conductivity �S/m�
	 � velocity of propagation �m/s�
� � angular frequency �rad/s�

Subscripts
� � ambient condition
a � air
j � layer number

in � input
w � water
p � particle
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Single-Phase Thermal Transport
of Nanofluids in a Minichannel
Nanofluids have been proposed as a promising candidate for advanced heat transfer
fluids in a variety of important engineering applications ranging from energy storage and
electronics cooling to thermal processing of materials. In spite of the extensive studies in
the literature, a consensus is lacking on if and how the dispersed nanoparticles alter the
thermal transport in convective flows. In this work, an experimental investigation was
conducted to study single-phase forced convection of Al2O3-water nanofluid in a circular
minichannel with a 1.09 mm inner diameter. The friction factor and convection heat
transfer coefficients were measured for nanofluids of various volume concentrations (up
to 5%) and were compared with those of the base fluid. The Reynolds number (Re) varied
from 600 to 4500, covering the laminar, transition, and early fully developed turbulent
regions. It was found that in the laminar region, the nanofluids exhibit pronounced
entrance region behaviors possibly due to the flattening of the velocity profile caused by
the flow-induced particle migration. Three new observations were made for nanofluids in
the transition and turbulent regions: (1) The onset of transition to turbulence is delayed;
(2) both the friction factor and the convective heat transfer coefficient are below those of
water at the same Re in the transition flow; and (3) once fully developed turbulence is
established, the difference in the flow and heat transfer of nanofluids and water will
diminish. A simple scaling analysis was used to show that these behaviors may be attrib-
uted to the variation in the relative size of the nanoparticle with respect to the turbulent
microscales at different Re. The results from this work suggest that the particle-fluid
interaction has a significant impact on the flow physics of nanofluids, especially in the
transition and turbulent regions. Consequently, as a heat transfer fluid, nanofluids should
be used in either the laminar flow or the fully developed turbulent flow at sufficiently high
Re in order to yield enhanced heat transfer performance. �DOI: 10.1115/1.4002462�

Keywords: nanofluids, heat transfer, pressure drop, turbulence, transition

1 Introduction
Nanofluids are engineered colloids that are formulated by dis-

persing solid nanoparticles of 1–100 nm diameters into a base
fluid. Since the early work of Choi in 1995 �1�, extensive research
efforts have been devoted to exploring the thermal properties and
convective transport of nanofluids. The studies prior to 2009 have
been summarized in several comprehensive review articles �2–7�.
The most dramatic discovery of nanofluids, though still under
debate, has been the disproportionate enhancement of thermal
conductivity at very low particle concentrations. Consequently,
they have been generally considered as a promising candidate for
advanced heat transfer fluids. Single-phase forced convection of
nanofluids has drawn particular interest due to its direct engineer-
ing relevance in a variety of applications ranging from energy
storage and electronics cooling to thermal processing of materials
�8–25�. It was found that in both laminar and turbulent flows,
convective heat transfer is enhanced in nanofluids as compared
with the base fluids. Most studies showed that the heat transfer
enhancement increases with increasing nanoparticle concentration
and Re. Moreover, the enhancement generally surpasses what can
be expected from the thermal conductivity enhancement alone.
Thus, the applicability of the established heat transfer correlations
for predicting the thermal transport of nanofluids has been called
into question.

To further investigate the thermal transport mechanism, a few
experimental studies on the single-phase pressure drop and con-
vective heat transfer of nanofluids have been reported in the lit-
erature since 2009. Some selected ones will be briefly reviewed

with the emphasis on assessing the applicability of conventional
heat transfer correlations for nanofluids and on exploring the heat
transfer enhancement mechanisms in nanofluids. Hwang et al.
�26� studied the pressure drop and convective heat transfer of
Al2O3-water nanofluids in fully developed laminar flow �Re
�800�. The measured friction factor is in good agreement with
the prediction from the Hagen–Poiseuille equation, but the sub-
stantial enhancement in convective heat transfer coefficient cannot
be correlated by the Shah equation. Using a scaling analysis, it
was shown that the heat transfer enhancement should be attributed
to the modification of the velocity profile due to Brownian diffu-
sion and thermophoresis, rather than the enhanced thermal con-
ductivity and the direct energy transfer by the nanoparticle disper-
sion. Anoop et al. �27� conducted convective heat transfer
experiments in the laminar developing region �300�Re�2200�
using Al2O3-water nanofluids with two nanoparticle sizes. The
nanofluid with smaller nanoparticles exhibits a higher heat trans-
fer coefficient. The heat transfer enhancement in the entrance re-
gion exceeds that in the nearly developed region. It was postulated
that these observations are caused by the property change in the
developing region as well as the particle migration. Lai et al. �28�
presented an experimental study of convective heat transfer of
Al2O3-water nanofluids in both the developing and fully devel-
oped laminar regions. The results show that the heat transfer co-
efficient increases with the flow rate and the nanoparticle volume
concentration. The heat transfer enhancement is greater in the de-
veloping region and decreases along the axial locations, owing in
part to the thinning of the thermal boundary layer in the nano-
fluids. The heat transfer enhancement in the fully developed re-
gion was attributed to the flattening of the velocity profile due to
the shear-induced particle migration �11,29�. Sharma et al. �30�
studied the convective heat transfer of Al2O3-water nanofluids in
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the transition flow region �3500�Re�9000� in a tube with and
without twisted tape inserts. Buongiorno and co-workers �16,31�
investigated the convective heat transfer of Al2O3-water and
ZrO2-water nanofluids in both the laminar �140�Re�1900� and
fully developed turbulent regions �9000�Re�63,000�. The pres-
sure drop and Nusselt number were found to be predicted well by
conventional models as long as the concentration- and
temperature-dependent thermophysical properties were considered
for the nanofluids. The authors concluded that the heat transfer
enhancement was simply caused by the changes in thermophysical
properties, and the nanofluids can be treated as a homogeneous
mixture. In their experimental investigation of turbulent convec-
tion heat transfer, Torri and Yang �32� observed significant heat
transfer enhancement in aqueous suspensions of nanodiamond
particles and concluded that the reduced thermal boundary layer
thickness, the thermal conduction under dynamic conditions, and
the particle migration may be responsible for the heat transfer
enhancement. Duangthongsuk and Wongwises �33� experimen-
tally investigated the convective heat transfer of TiO2-water nano-
fluids in turbulent flow �4000�Re�16,000�. They observed that
the heat transfer coefficient decreases with increasing nanoparticle
concentration, and at the highest concentration, can drop below
that of the base fluid. It was postulated that the effect of increased
viscosity may override the enhancement in thermal conductivity,
thereby leading to a decrease in the heat transfer performance.
Besides the foregoing studies conducted in a single tube configu-
ration, convective heat transfer of nanofluids has also been inves-
tigated in microchannel heat sinks. Jung et al. �34� reported the
pressure drop and convective heat transfer measurements of nano-
fluids in a microchannel heat sink under laminar flow conditions
�Re�300�. The measured Nusselt number was considerably
lower than the theoretical prediction for fully developed laminar
flow �Nu=4.36� and can be correlated well with a modified
Dittus–Boelter correlation. Wu et al. �35� carried out an experi-
mental study on the laminar flow and heat transfer of Al2O3-water
nanofluids in a silicon microchannel heat sink. It was found that
the Nusselt number increases with the increase in the nanoparticle
concentration and Re and Prandtl �Pr� numbers.

From the literature survey, it is clear that the mechanisms for
convective heat transfer enhancement in nanofluids still remain
mysterious. The flow-induced particle migration has been attrib-
uted by several groups as a possible key mechanism for the en-
hanced laminar heat transfer in nanofluids. In this model, the bal-
ance of particle fluxes due to the Brownian diffusion and the
variations in local shear rate and viscosity is considered in deriv-
ing the radial distribution of particles in an originally homoge-
neous flow field. The resulting nonuniform particle distribution
gives rise to modified velocity and thermophysical property pro-
files in the channel, which serve to enhance the heat transfer.
Physically, the particle migration concept is to assume that the
nanofluids are a heterogeneous solid-fluid two-phase mixture. Its
success in predicting the laminar flow and heat transfer suggests
that the particle-fluid interaction missing in the widely used ho-
mogeneous mixture model of nanofluids should be explored fur-
ther to reveal the fundamental mechanisms of thermal transport in
nanofluids. Additionally, the previous studies were performed for
either laminar flow or fully developed turbulent flow at very high
Re, and there is a gap in the knowledge of the convective flow and
heat transfer of nanofluids in the transition region �2200�Re
�3500�.

This paper presents a thorough experimental investigation of
single-phase convection of Al2O3-water nanofluids in a circular
minichannel. The friction factor and convection heat transfer co-
efficient were measured for nanofluids of various volume concen-
trations �up to 5%�. The Reynolds number was varied from 600 to
4500 to cover the entire range of laminar, transition, and early
stage of fully developed turbulent flows. The objectives are �1� to
characterize the pressure drop and heat transfer behaviors of nano-
fluids with respect to their constituent base fluid, �2� to validate

the applicability of established conventional correlations in pre-
dicting the flow and heat transfer of nanofluids, and �3� to explore
the fundamental mechanisms underlying the convective transport
in nanofluids.

2 Formulation of Nanofluids
Nanofluids used in this work were prepared by dispersing com-

mercial �-phase Al2O3 nanoparticles of 40 nm nominal diameter
�Alfa Aesar� in deionized water. The volume concentrations inves-
tigated were 1%, 2%, 3.5%, and 5%. To stabilize the nanofluids,
both physical and chemical dispersion techniques were employed.
The normal procedures are as follows. The powderlike nanopar-
ticles were first dispersed in the base fluid with a magnetic stirrer.
A trace amount of nitric acid was then added to adjust the pH
value of the suspension to 3.0, which creates a repulsive electro-
static interaction between nanoparticles that alleviates the particle
aggregation. Following that, the nanofluid sample was homog-
enized with a high-shear homogenizer �Barnant model 700-5400�
for 3 h. As the last step, an ultrasonicator �Biologics 150 VT� was
used to further break down the finer nanoparticle aggregates for 2
h.

To assess the efficacy of ultrasonication, the dependence of an
effective particle size on the sonication duration was examined
using the dynamic light scattering �DLS� technique �Malvern
NanoZS�. Figure 1 shows the effective particle size measured at
15 min intervals over a period of 2 h. It shows that the particle
size decreases rapidly from, initially, 186 nm to 146 nm within the
first 30 min and reaches a constant value of 135 nm at the end of
ultrasonication. The size distribution of nanoparticles in the nano-
fluids used in the experiments is shown in Fig. 2. The effective
particle size is found to be 135 nm, considerably larger than the
nominal diameter �40 nm� specified by the vendor. It indicates that
the particle agglomeration cannot be entirely broken even after
intensive mechanical and chemical dispersing. Strictly speaking,
the effective particle size is slightly outside the upper bound of
nanoparticles used in nanofluids �particle size from 1 nm to 100
nm�; however, it is still well within the typical particle size range
reported in the nanofluid literature. The nanofluid remained stable
without any visible sedimentation for several days.

3 Experiments

3.1 Experimental Setup. The experimental apparatus is sche-
matically shown in Fig. 3. A gear pump �IDEX Micropump 67-
GA-V21� was used to circulate the nanofluid through the test
loop. The flow rate was measured by a turbine flowmeter �Mc-

Fig. 1 Effective particle size versus sonication time „0.1%
Al2O3 nanofluid, pH=3…
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Millan G111�. A liquid-liquid heat exchanger �Lytron LL520G14�
was used in conjunction with an air-cooled chiller �Neslab MER-
LIN 25� to reduce the temperature of the heated nanofluid to room
temperature before it flows back to the reservoir. Readings of the
flow rate, temperature, and pressure measurements were collected
by a data acquisition system �Agilent 34970A� and were pro-
cessed in a computer.

The test tube is a circular minichannel made of stainless steel,
which measures 1.09 mm in inner diameter and 0.25 mm in wall
thickness. The total length is 306 mm �L /D=281�. The test tube is
resistively heated by passing a dc current through it. For this
purpose, it was connected to a dc power supply �Dynatronix
CRS12-200� via two copper electrical connectors. The voltage
drop across the minichannel was measured directly by the data
acquisition system, and the current was obtained using an accurate
shunt resistor. Six copper-constantan �T-type� thermocouples
�Omega 5TC-TT-T40-36� were attached to the outer wall of the
tube at 44 mm axial intervals �TC1–TC6�. The temperature read-
ings from these thermocouples were extrapolated to yield the local
temperatures at the inner wall. In order to minimize the heat loss
to the ambient, the minichannel was wrapped in three layers of
thermal insulating materials. The test tube was connected to the
flow loop with two Plexiglass connectors, which provide both

electrical and thermal isolation from the rest of the loop. Two
thermocouple probes �Omega TMT IN-020G-6� were accommo-
dated in the Plexiglass connectors to measure the fluid tempera-
tures at the inlet and outlet of the channel. Two absolute pressure
transducers �Omega PX319-050A5V and PX319-030A5V� were
installed to measure the pressure drop across the microchannel.

3.2 Test Procedure. Prior to each experiment run, the nano-
fluid was freshly prepared following the dispersing processes de-
scribed before. In the pressure drop experiments, the flow rate was
adjusted by a control valve. After the flow rate and the pressure
signals stabilized, the data were read into the data acquisition
system. The flow rate was then increased in small increment, and
the procedure was repeated. In the heat transfer experiments, the
power input to the test tube was maintained at a constant level.
The flow rate was first set to the maximum value and gradually
decreased in subsequent experiments. Each steady-state value was
calculated as an average of 100 readings for all flow rate, pres-
sure, temperature, and power measurements. The Reynolds num-
ber obtained in this work ranges from 600 to 4500.

3.3 Data Reduction

3.3.1 Thermophysical Properties. The effective density and
specific heat of nanofluids are estimated as

�nf�T� = � · �p�T� + �1 − �� · � f�T� �1�

Cp,nf�T� =
� · ��Cp�p�T� + �1 − �� · ��Cp� f�T�

�nf�T�
�2�

The effective viscosity of nanofluids was measured at 25°C
using a capillary viscometer �Cannon-Ubbelohde 9721-R53�. The
normalized results with reference to the viscosity of pure water
are presented in Fig. 4. It is seen that the effective viscosity ex-
ceeds that of water and increases with the nanoparticle volume
concentration. Nonetheless, the viscosity increment is moderate
and can be well predicted by the Batchelor correlation �36�,

�nf = � f�T��1 + 2.5� + 6.2�2� �3�

which reduces to the Einstein correlation ��nf /�f=1+2.5�� at
very low particle concentrations.

The effective thermal conductivity of nanofluids was character-
ized using a thermal property analyzer �KD2 Pro�. A sample mea-
surement in Fig. 5 shows that the thermal conductivity of nano-
fluids is enhanced as compared with that of water and can be
reasonably correlated by the Buongiono model �16� over the tem-
perature range measured,

Fig. 2 DLS measurement of effective particle size „0.1% Al2O3
nanofluid, pH=3…

Fig. 3 Schematic of the experimental apparatus
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knf = kf�T��1 + 4.5503�� �4�
It is noted that in Eqs. �1�–�4�, the temperature dependence has
been considered in the thermophysical properties of the nanofluids
�27,37�.

3.3.2 Pressure Drop. The pressure drop and flow rate were
measured to obtain Re and the Darcy friction factor f , which are
defined as

Re = �uD/� �5�

f =
��P/L�D

�u2/2
�6�

It is noted that �P in Eq. �6� is the pressure drop across the
channel length and is calculated by subtracting the inlet and outlet
pressure losses from the measured overall pressure drop �38,39�.

3.3.3 Heat Transfer. It is reasonable to assume a constant heat
flux boundary condition on the channel wall since the resistive
heating method is used in this work. The wall heat flux can be
calculated from the sensible heat gain by the fluid,

q� = � fQcp�Tf ,out − Tf ,in�/A �7�

where the fluid properties are evaluated at the mean temperature,

T̄f = �Tf ,in + Tf ,out�/2 �8�
The local convective heat transfer coefficient is defined as

h�x� = q�/�Tw�x� − Tf�x�� �9�

where the local wall temperature Tw is extrapolated from the tem-
perature reading of Tw,o obtained at the outer wall of the min-
ichannel following �40�

Tw�x� = Tw,o�x� +
� fQCp�Tf ,out − Tf ,in�

4�kwL

−
� fQCp�Tf ,out − Tf ,in�Do

2

2�kw�Do
2 − D2�L

ln
Do

D
�10�

Assuming that the local fluid temperature follows a linear profile
along the channel length, Tf can be calculated from the energy
conservation,

Tf�x� = Tf ,in + q��Dx/�� fQCp� �11�
Similarly, the average heat transfer coefficient is determined

from

h̄ = q�/�T̄w − T̄f� �12�

where the average wall temperature is T̄w= �1 /5��i=1
5 Tw�i� and the

fluid temperature is calculated from Eq. �8�.
The Nusselt number can be calculated as

Nu =
h · D

k
�13�

This definition applies for both the local and average Nusselt
numbers, and the thermal conductivity is evaluated at the corre-
sponding fluid temperatures.

3.4 Measurement Uncertainties. The temperature measure-
ment uncertainty was �0.3°C. The uncertainty in the flow rate
measurements was 1%. The error associated with the pressure
transducers was 2%. A standard error analysis �41� revealed that
the uncertainties in the reported Reynolds number, friction factor,
and heat transfer coefficient were in the ranges of 3.3–7.0%, 5.8–
28.9%, and 2.2–9.6%, respectively. It is noted that the maximum
uncertainties are for the lowest Re ��600�. As the Re increases,
the measurement uncertainties quickly drop to their lower bound.

4 Results and Discussion

4.1 Experiments With Water. Control experiments were first
performed with the base fluid �water� to verify the integrity of the
experimental facility and the test procedures. The results also pro-
vide the baseline information of the single-phase thermal transport
of nanofluids in a circular minichannel.

4.1.1 Pressure Drop. The friction factor measurements were
compared with predictions from the conventional theory for fluid
flow in a circular channel. In the laminar region, the Hagen–
Poiseuille equation �40� was used for the hydrodynamically fully
developed flow condition,

f · Re = 64 �14�

and the Shah equation �42� was used to account for the developing
length effect,

Fig. 4 Effective viscosity of nanofluid at various volume con-
centrations at 25°C

Fig. 5 Effective thermal conductivity of nanofluid at various
temperatures „error bar �5%…
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fappRe � 4�3.44
		

+
16 + 0.3125	 − 3.44/		

1 + 2.12 
 10−4/	2 
 �15�

where �= �x /D� /Re. For fully developed turbulent flow, the pre-
dictions were obtained from the Blasius solution �40�,

f = 0.316/Re0.25 �Re � 2 
 104� �16�
Figure 6 shows the measured friction factor of water as a varia-

tion in Re. At relatively low Re ��1000�, the hydrodynamic en-
trance length �L+=0.056Re·D� is only a small fraction of the total
channel length �L+ /L�0.20�, and the entrance region effect is
minor. Hence, the experimental data agree excellently with the
Hagen–Poiseuille equation. Once Re exceeds 1500, the entrance
region effect can no longer be neglected �L+ /L�0.30�. Conse-
quently, the friction factor starts to deviate from the fully devel-
oped flow and gradually approaches the hydrodynamically devel-
oping flow described by Eq. �15�. Further, Fig. 6 shows that the

transition from laminar to turbulent flow occurs at Recr�2300 and
the transition region persists to Re�3200 where the fully devel-
oped turbulent flow begins to establish.

4.1.2 Heat Transfer. The local Nusselt number measurements
are depicted in Fig. 7 as a function of the inverse of Graetz num-
ber �Gz= �D /x�Re·Pr�. The entrance region behavior can be
clearly identified. Nusselt numbers are, in principle, infinite at
1 /Gz=0 and rapidly decay to their asymptotical �fully developed�
value, i.e., Nu=4.36. The experimental data can be reasonably
represented by the Shah–London correlation �43�,

Nux = �1.302/�Gz�1/3 − 1 for 1/Gz � 0.00005

1.302/�Gz�1/3 − 0.5 for 0.0005 � 1/Gz � 0.0015

4.364 + 8.68/�1000Gz�0.506e−41/Gz for 1/Gz  0.0015
�

�17�
Figure 8 presents the measured average Nusselt number as a

function of Re. Predictions from some established heat transfer
correlations for convective flow in a circular channel are also
included for comparison purposes. The heat transfer correlations

Fig. 6 Friction factor versus Reynolds number „water…

Fig. 7 Local Nusselt number versus the inverse of Graetz
number „water, heat flux q�=6.5 kW/m2

…

Fig. 8 Average Nusselt number versus Reynolds number „wa-
ter, heat flux q�=6.5 kW/m2

…
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are enumerated in Table 1, together with their corresponding hy-
drodynamic and thermal conditions and the applicable range. Fig-
ure 8�a� shows that in the laminar region, the measured data of
Nusselt number are in good agreement with the predication from
the Oskay–Kakac correlation, while the other laminar heat trans-
fer correlations provide a much less satisfactory prediction of the
experimental data. The transition to turbulent flow at Recr
�2300 can also be found in Fig. 8�a�. Figure 8�b� demonstrates
that, among the turbulent heat transfer correlations, the Hausen
correlation for thermally developing turbulent flow is the best in
predicting the experimental data. The successes of the Oskay–
Kakac and Hausen correlations can be attributed to the close
match between their founding conditions and those of the present
experiments.

4.2 Experiments With Nanofluids. Following similar test
procedures, the pressure drop and convective heat transfer experi-
ments were conducted for Al2O3-water nanofluids with volume
concentrations of 1%, 2%, 3.5%, and 5%.

4.2.1 Pressure Drop. Figure 9 shows the measured friction
factor for nanofluids as a function of Re. Several interesting fea-
tures can be observed. First, in the laminar region, the friction
factor of nanofluids shows an increasing trend with the volume
concentration and is generally higher than that of pure water at the
same Re. Second, at low Re where the flow field would be fully
developed if water were the working fluid, the Shah equation for
developing flows �Eq. �15�� outperforms the Hagen–Poiseuille
equation �Eq. �14�� in predicting the friction factor of nanofluids.
It suggests that the entrance region in nanofluids is prolonged, or,
equivalently, the development of the velocity boundary layer is
retarded in nanofluids. Third, the onset of transition to turbulence
is delayed in nanofluids. The transition occurs as the result of the
amplified perturbations in the flow field that eventually trigger
instability. While no strict theoretical limit exists for the critical
Re, it is generally agreed that the onset of turbulence can occur at
Recr=2100–2300 in a channel flow, unless special measures are
taken to suppress the perturbations. Figure 9 shows that while Recr
is almost exactly 2300 for water, it shifts toward a higher value as

the nanofluid volume concentration increases. From the inset in
Fig. 9, Recr reaches 2500 for the 5% nanofluid. Thus, the laminar
flow behavior of nanofluids extends into the otherwise transition
region for water �2300�Re�2500�, where the friction factor of
nanofluids actually falls below that of water. The region with a
reduced friction factor further persists until fully developed turbu-
lence begins to establish at Re�3200. Afterward, the data for
both nanofluids and water collapse together and become difficult
to distinguish, indicating the vanishing influence of nanoparticles
on the flow dynamics at high Re.

The prolonged entrance region in the laminar flow in nanofluids
has been discussed in the literature �22,50,51� and has been attrib-

Table 1 Selected conventional heat transfer correlations from the literature

Correlation Conditions Range of validity

Laminar heat transfer
Hausen correlation �40�,

Nu = 3.66 +
0.19�RePrD/L�0.8

1 + 0.117�RePrD/L�0.467

Thermally developing
�constant wall temperature�

Re�2200

Stephan correlation �44�,

Nu = 4.364 +
0.086�RePrD/L�1.33

1 + 0.1Pr�ReD/L�0.83

Simultaneously developing
�constant wall heat flux�

0.7�Pr�7 or RePrD /L�33 for Pr�7

Oskay–Kakac correlation �45�,

Nu = 1.86�RePrD/L�1/3� � f

�w

0.152

Thermally developing
�constant wall heat flux�

800�Re�2200, Tw /Tf�3

Turbulent heat transfer
Dittus–Boelter correlation �46�, Nu=0.023Re0.8Pr1/3 Fully developed

turbulent
0.6�Pr�160, Re�10,000, L /D�10

Hausen correlation �47�,

Nu = 0.116�Re2/3 − 125�Pr1/3�1 + �D/L��2/3� � f

�w

0.14

Thermally developing
turbulent

0.7�Pr�3, 2200�Re�10,000

Gnielinski correlation �48�,

Nu =
�f/8��Re − 1000�Pr

1 + 12.7�f/8�1/2�Pr2/3 − 1�

f =
1

�1.82 ln�Re� − 1.64�2

Transitional and fully
developed turbulent

3000�Re�5
104

Sieder–Tate correlation �49�,

Nu = 0.027Re0.8Pr1/3� � f

�w

0.14

Fully developed
turbulent

0.7�Pr�16,700, Re�10,000, L /D�10

Fig. 9 Friction factor versus Reynolds number for nanofluids
at various volume concentrations
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uted to the shear-induced nanoparticle migration, which results in
a nonuniform distribution of particles along the radial direction of
the channel; i.e., the concentration is at its maximum at the cen-
terline and decreases toward the channel wall. According to Eq.
�3�, the local visocity of the nanofluid will be greater in the cen-
terline region than in the near-wall region. As a consequence, the
velocity profile will be no longer parabolic even when the flow is
fully developed but flattened in the center with a steeper gradient
near the wall. Since this is a representative feature of laminar
developing flows, it is interpreted as a prolonged entrance region
effect in nanofluids. While the postulated particle migration model
yields useful information for the laminar flow of nanofluids, it is
insufficient to explain the delayed transition to turbulence and the
subsequent flow behavior under early fully developed turbulent
conditions, as previously discussed. A different mechanism must,
therefore, be sought to provide insight into the flow physics of
nanofluids in the transition and turbulent regions.

In the study of particle-laden turbulent flows, it has long been
known that addition of small particles can modify the turbulence
structures by changing the turbulent kinetic energy of the carrier
fluid �52–55�. In particular, the changes in turbulent structure de-
pend on the size of the particles relative to the length scale of
turbulence, i.e., the Kolmogorov microscale, � �56–58�. Gore and
Crowe �59� defined a critical parameter, dp /��0.1, for gas-solid
flows, above which turbulence intensity is enhanced and below
which it is attenuated. Hetsroni �60� also proposed that “small”
particles suppress turbulence by acting as an additional source of
dissipation, and “large” particles enhance turbulence due to wake
shedding. Noticing the similarity between the friction factor re-
sults of nanofluids in Fig. 9 and the results obtained in particle-
laden turbulent flows, it is interesting to examine, using a simple
scaling analysis, the effect of the interaction between nanopar-
ticles and the base fluid on the transition and turbulent flow
behaviors.

The Kolmogorov microscale represents the finest structure in
turbulence at which the kinetic energy is dissipated by viscosity
and can be estimated as

� �
�

u�
2 �18�

where the wall shear velocity u� is defined as u�= ��w /� f�1/2. The
wall shear stress �w can be obtained from the definition of the
Darcy friction factor f =8�w / �� fu

2�, in conjunction with the Bla-
sius equation �Eq. �16��. Now, consider the experimental condi-
tions in this study, D=1.09 mm, dp=135 nm, and �=8.6

10−7 m2 /s for water, the relative sizes of dp /� are found to be
0.003 and 0.005 for Re=2550 and 3200, respectively. It is noted
that while dp /��0.1 was originally proposed to determine the
enhancement or attenuation of turbulence by particles in gas-solid
flows, a smaller critical value can be expected for liquid-solid
flows where the interaction between the liquid and solid particles
is much more intensive. Nevertheless, the above scaling analysis
shows that the nanoparticles should be considered small as com-
pared with the length scale of turbulence �dp /��0.1� at Re
�3200, and the particle-fluid interaction will damp the instability
and reduce the turbulence intensity and Reynolds stress in the
flow. Consequently, the transition to turbulence is delayed and the
friction factor is reduced to below that of the base fluid. As Re
further increases, the Kolmogorov microscale will decrease, as
suggested by Eq. �18�, and dp /� will increase and eventually ex-
ceed the critical value. In that case, the nanoparticles become
large with respect to the turbulence structures, and the turbulent
flow will be intensified. Due to the limit of the Re range in the
present study, the intensified turbulence was not observed in Fig.
9; however, the recovery trend in the nanofluid data to that of the
base fluid supports the arguments from the above analysis.

4.2.2 Heat Transfer. The local heat transfer coefficients mea-
sured for nanofluids at five axial locations �TC1–TC5� are pre-

sented in Fig. 10 for Re=870 and 1230. It can be found that
convective heat transfer in nanofluids is enhanced and that the
increment increases in proportion to Re and the nanoparticle con-
centration. The heat transfer enhancement is more significant in
the entrance region than at downstream locations. In Fig. 10�a�,
the enhancement in heat transfer coefficient for the 5% nanofluid
is 19% near the entrance and decreases to less than 9% near the
channel exit. This trend also strengthens with increasing nanopar-
ticle concentration and Re. The thermally developing flow shown
in Fig. 10 is consistent with the pronounced hydrodynamic en-
trance region effect observed in Fig. 9.

Figure 11 shows the average Nusselt number for the nanofluids
in the laminar region. The experimental data are bounded by pre-
dictions from the Oskay–Kakac correlation and the Stephan cor-
relation, whereas the Hausen equation for laminar flow almost
always underpredicts the measured data. Since the Oskay–Kakac
correlation works well for the base fluid, its role as the lower
bound in Fig. 11 for the measured nanofluid results again proves
the heat transfer enhancement in nanofluids. As the nanoparticle

Fig. 10 Local convective heat transfer of nanofluids „heat flux
q�=6.5 kW/m2
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concentration and Re increase, the convection in nanofluids be-
comes more hydrodynamically and thermally developing, as
manifested in Figs. 9 and 10. It is thus not surprising that the
experimental data move toward the theoretical prediction from the
Stephan correlation, which was developed for simultaneously de-
veloping flow conditions.

The average Nusselt numbers measured for the nanofluids in
the transition and turbulent regions are presented in Fig. 12. As Re
increases, there are two locations where the slope of the experi-
mental data changes. The first one corresponds to the onset of
transition to turbulence, and the second one is associated with the
initial establishment of fully developed turbulent heat transfer. It
can be observed that the delayed transition occurs at Recr�2800.
Throughout the transition and the early stage of fully developed
turbulent regions �Re up to 4500�, the measured Nusselt number
falls short of the prediction from the Hausen equation, which rep-
resents the data of water well. Furthermore, the heat transfer re-
duction worsens as the nanoparticle concentration increases, as

shown in Figs. 12�a�–12�d�. It can be deduced that, rather than
enhancing convective heat transfer, the presence of nanoparticles
causes deterioration of heat transfer in the transition and the early
stage of fully developed turbulent flows. This observation can be
qualitatively understood as the natural consequence of the sup-
pressed turbulence discussed before. It is noted that, however, the
heat transfer reduction observed in this work is not necessarily in
conflict with the enhancement of turbulent heat transfer reported
in the literature, which was experimented at much higher Re in the
fully developed turbulent region. Using the same argument, it can
be expected that the size ratio dp /� will surpass the critical value
and that the nanoparticles will become large enough to intensify
the turbulent heat transfer.

Figure 13 provides an overview of the comparison of the aver-
age Nusselt number measured for nanofluids and the base fluid
over the entire range of Re studied in the present work. It shows
clearly that nanofluids enhance convective heat transfer modestly
in laminar flow; however, they cause significant heat transfer de-

Fig. 11 Average Nusselt number versus Reynolds number in the laminar flow region „nanofluids, heat flux q�
=6.5 kW/m2
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terioration in the transition and the early stage of fully developed
turbulent regions. Both the enhancement and deterioration are
seen to increase with the nanoparticle concentration. The delayed
transition to turbulent heat transfer in nanofluids can also be iden-
tified in Fig. 13. Further, once the flow becomes fully turbulent,
the difference in the measured Nusselt number between nanofluids
and water tends to diminish as a result of the alleviated suppres-
sion of turbulence. Lastly, a piece of useful information may be
deduced from Fig. 13 as a design guideline for utilizing nanofluids
as an advanced heat transfer fluid: Nanofluids should be operated
in either the laminar region or the fully developed turbulent region
with sufficiently high Re for the sake of enhanced heat transfer
performance.

5 Conclusions
An experimental investigation was conducted to study the

single-phase convective heat transfer of Al2O3-water nanofluids in
a circular minichannel. Both the pressure drop and the heat trans-
fer coefficient were measured over a wide range of Re, covering

the laminar, transition, and early stage of fully developed turbu-
lent flows. The key findings can be summarized as follows.

�1� Nanofluids exhibit pronounced entrance region behaviors,
both hydrodynamically and thermally, in the laminar re-
gion. The convective heat transfer of nanofluids is en-
hanced in the laminar flow with the penalty of increased
pressure drop. The increments in both heat transfer and
pressure drop are proportional to the nanoparticle volume
concentration. No dramatic heat transfer enhancement as
reported in the early literature was observed in the nano-
particle concentration range considered in this work.

�2� The critical Re at which the onset of transition to turbu-
lence occurs is delayed in nanofluids due to the particle-
fluid interaction, which damps the instabilities in the flow.
The suppression of turbulence is alleviated as the flow be-
comes fully developed turbulent. Correspondingly, the con-
vective heat transfer of nanofluids deteriorates in the tran-
sition and the early stage of fully developed turbulent

Fig. 12 Average Nusselt number versus Reynolds number in the transition and turbulent flow regions „nanofluids, heat
flux q�=6.5 kW/m2
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regions and gradually recovers after the fully developed
turbulence is intensified.

�3� Established conventional correlations cannot fully predict
the single-phase pressure drop and heat transfer of nano-
fluids, particularly in the transition and turbulent regions,
even when the effective thermophysical properties are
taken into consideration.

�4� Nanofluids should be used in either the laminar flow or the
fully developed turbulent flow with sufficiently high Re in
order to yield enhanced heat transfer performance for engi-
neering applications.
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Nomenclature
f � friction factor

Gz � Graetz number
h � heat transfer coefficient, W /m2 K
k � thermal conductivity, W /m K
L � length of test tube, m
D � channel diameter, m

Cp � specific heat, kJ /kg K
P � pressure, Pa

Pr � Prandtl number
q� � heat flux, W /m2

Q � volumetric flow rate, m3 /s
Re � Reynolds number
T � temperature, °C
u � velocity, m/s

Greek Symbols
� � volume concentration
� � Kolmogorov microscale, �m
� � viscosity, N s /m2

� � density, kg /m3

� � shear stress, N /m2

Subscripts
cr � critical
f � base fluid

nf � nanofluids
p � particle
x � local
w � wall
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Modeling Transport in Porous
Media With Phase Change:
Applications to Food Processing
Fundamental, physics-based modeling of complex food processes is still in the develop-
mental stages. This lack of development can be attributed to complexities in both the
material and transport processes. Society has a critical need for automating food pro-
cesses (both in industry and at home) while improving quality and making food safe.
Product, process, and equipment designs in food manufacturing require a more detailed
understanding of food processes that is possible only through physics-based modeling.
The objectives of this paper are (1) to develop a general multicomponent and multiphase
modeling framework that can be used for different thermal food processes and can be
implemented in commercially available software (for wider use) and (2) to apply the
model to the simulation of deep-fat frying and hamburger cooking processes and validate
the results. Treating food material as a porous medium, heat and mass transfer inside
such material during its thermal processing is described using equations for mass and
energy conservation that include binary diffusion, capillary and convective modes of
transport, and physicochemical changes in the solid matrix that include phase changes
such as melting of fat and water and evaporation/condensation of water. Evaporation/
condensation is considered to be distributed throughout the domain and is described by
a novel nonequilibrium formulation whose parameters have been discussed in detail. Two
complex food processes, deep-fat frying and contact heating of a hamburger patty, rep-
resenting a large group of common food thermal processes with similar physics have
been implemented using the modeling framework. The predictions are validated with
experimental results from the literature. As the food (a porous hygroscopic material) is
heated from the surface, a zone of evaporation moves from the surface to the interior.
Mass transfer due to the pressure gradient (from evaporation) is significant. As tempera-
ture rises, the properties of the solid matrix change and the phases of frozen water and fat
become transportable, thus affecting the transport processes significantly. Because the
modeling framework is general and formulated in a manner that makes it implementable
in commercial software, it can be very useful in computer-aided food manufacturing.
Beyond its immediate applicability in food processing, such a comprehensive model can
be useful in medicine (for thermal therapies such as laser surgery), soil remediation,
nuclear waste treatment, and other fields where heat and mass transfer takes place in
porous media with significant evaporation and other phase changes.
�DOI: 10.1115/1.4002463�

1 Introduction

Mathematical modeling has not been able to contribute as much
to the development of food processing industries as it has with
respect to the mechanical and chemical industries. The primary
reason for this is that food are complex and nonhomogeneous, and
the physics that could explain what happens during processing is
still not clearly established. The time and cost involved limit the
number of experiments that can be done to achieve this. Looking
at recent trends toward the automation of food processes and pro-
duction of minimally processed healthier foods, it can be said that
there is a need to develop accurate mathematical models of these
food processes, which can be extensively used for equipment de-
sign or to ensure food safety. The development of fundamental
physics-based models of food processes is not trivial as it requires
physical as well as mathematical insight into the material and the
process.

In food systems, an enormous range of thermal processes can
be viewed as involving transport of energy, moisture, and, in some
cases, fat through a hygroscopic porous medium. Examples in-
clude extraction, drying, deep-fat frying, microwave heating, meat
roasting, and rehydration. In the vast majority of food systems,
proteins or carbohydrates form a porous skeleton, which has water
and/or fat physically and chemically bound to it. During heating,
water and fat can transport inside the solid matrix or can be re-
leased into the pore space and then transported through the porous
medium. Other important phenomena that can occur are rapid
evaporation due to intensive heating and the melting of ice or fat
during the processing of frozen food and shrinkage due to physi-
cochemical changes in the porous matrix. There is no single
model that considers all of these physics together and that can also
be implemented in a software application for wide usage.

The existing models of thermal processes can be broadly di-
vided into four groups. The first group consists of totally lumped
models for heat and mass transport that do not include any impor-
tant physics �1–5�. Such models are based entirely on empirical
data, are suited for a specified product and processing condition,
and, therefore, cannot be used for even a slightly different situa-
tion. The second group consists of slightly improved models that
assume conductive heat transfer for energy and diffusive transport
for moisture, solving a transient diffusion equation using experi-

1Co-authors Amit Halder and Ashish Dhall contributed equally to this work.
2Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received February 13, 2009; final manuscript
received May 5, 2010; published online November 16, 2010. Assoc. Editor: Wilson
K. S. Chiu.

Journal of Heat Transfer MARCH 2011, Vol. 133 / 031010-1Copyright © 2011 by ASME

Downloaded 05 Dec 2010 to 128.233.85.20. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mentally determined effective diffusivity �6–10�. Lumping to-
gether all modes of water transport as diffusion cannot be justified
under all situations, especially when other phenomena such as
pressure-driven flow due to intensive heating or transport due to
physicochemical changes in the porous medium become impor-
tant. Also, the use of effective diffusivity does not yield insights
into the prevalent transport mechanisms. These models might pro-
vide good matches with experimental results, but they cannot be
generalized to other conditions.

The third group of models, with a significantly improved for-
mulation compared with those of simple diffusion models, as-
sumes a sharp moving boundary separating the dry and wet re-
gions �e.g., deep-fat frying models �11–13��. This assumption is
analogous to that made in freezing and thawing models of a pure
material �14�, where a sharp front separates the frozen and unfro-
zen regions. In contrast to sharp boundary models, distributed
evaporation models assume that evaporation occurs over a zone
rather than at an interface �15–17�. In a given situation, it is pos-
sible that the real evaporation zone is very narrow, closer to the
sharp interface, and that a distributed evaporation formulation
will, in fact, predict such narrow evaporation zone.

Evaporation of water in intensive heating food processes, such
as deep-fat frying and baking, has usually been implemented us-
ing an equilibrium formulation wherein liquid water present in the
food is always assumed to be in equilibrium with water vapor
present in the pore space �15,16,18�. There is no detailed study of
this equilibrium assumption for hygroscopic materials such as
food. Only a qualitative description of the conditions under which
either equilibrium or nonequilibrium assumptions can hold is
available �19�. As will be explained later, a nonequilibrium for-
mulation that can also be used to enforce equilibrium is a more
general approach and appears to be the obvious alternative. Fur-
thermore, significant effort is required to implement the equations
resulting from an equilibrium formulation in the framework of
most commercial software, whereas implementation of a nonequi-
librium formulation is straightforward.

Overall, accurate models of food processes, which include all
the physics, still do not exist. Multiphase porous media models
have been used with success in other fields and applications to
describe physics that is similar to that involved in food process-
ing. A multiphase porous media approach with conservation equa-
tions for relevant components, appropriately including the effect
of various phenomena particular to food, has been developed for
some food applications �18,20–22�. However, none of these mod-
els is general enough to be applied to many different processes.
Moreover, these models have been formulated in such a way that
they are very difficult to manipulate and implement in commercial
software and have been solved by user-developed codes. These
codes are either publicly unavailable, have limited capabilities, or
are difficult to use by anyone other than the creator. A general
framework applicable to the majority of food processes, which is
implementable in commercial software, has not been developed
yet. This development is not trivial and requires significant refor-
mulations or in some cases developing a new model altogether.
The present study aims to do this.

Some of the physics involved in food processes can be seen in
other applications such as geoscience �23�, nuclear waste storage
and management �24�, groundwater contamination �25,26�, and
thermal treatment of tumors or drug delivery in biomedical engi-
neering �27�. However, food processing applications, involving
thermal treatment of heterogeneous materials, are extremely com-
plex. A fundamental physics-based model developed for food pro-
cesses, which accounts for all the relevant phenomena, can be
applied to other fields with simplifications.

The objectives of this study are �1� to develop a general multi-
phase model for hygroscopic biological materials that can be used
for various thermal processes and can be implemented in commer-

cially available software and �2� to apply the model to simulate
deep-fat frying and hamburger cooking processes and validate the
results.

The outline of the paper is as follows: A comprehensive math-
ematical model, which can be used to simulate a large number of
thermal processes, is presented first, followed by a detailed dis-
cussion of a nonequilibrium approach to implementing
evaporation/condensation phase change. Two food processes,
deep-fat frying of a restructured potato slab and contact heating of
a hamburger patty, are modeled using the set of equations devel-
oped to show the model’s effectiveness in solving different types
of thermal food processes. The paper concludes with a discussion
of the importance of this comprehensive modeling framework in
food processing.

2 Mathematical Model
A multiphase porous media model is developed, which de-

scribes heat and mass transfer inside a food material during ther-
mal processing. Mass and energy conservation equations are de-
veloped, which, depending on the process, may include binary
diffusion, capillary and convective modes of transport, effects of
physicochemical changes in the solid matrix on transport, and
phase changes such as melting and evaporation-condensation.
Evaporation/condensation is assumed to be distributed throughout
the domain.

2.1 Problem Description. The schematic description of a
meat matrix as a porous medium is shown in Fig. 1. The material
is assumed to be homogeneous. The first and most important step
is to identify the distinct phases that are important and signifi-
cantly affect transport. There can be three types of such phases:
solid, liquid, and gas. The solid phase in food materials comprises
a carbohydrate or protein matrix with water and, possibly, fat
physically and chemically bound to it. So, in all, there can be
three components in the solid phase, i.e., the solid matrix, bound
water, and bound fat. The solid matrix is nontransportable. How-
ever, the bound water and fat can transport inside the matrix, even
while remaining bound to the solid. In food, the capacity of the
solid matrix to hold water or fat �known as water �or fat� holding
capacity in the food science literature� changes with temperature.
Usually, as temperature rises, water �or fat� is gradually released
from the matrix into the pore space. Thus, water �or fat� undergoes
an interphase mass transfer from the solid phase to the pore liquid
phase. Therefore, the mass balance of the solid phase is important
where the phase change from solid to liquid is significant; other-
wise, it can be ignored. In the pores, all immiscible liquids, such
as fat and water, can be considered as separate liquid phases. The
third and last type of phase is the gas phase. There cannot be more
than one gas phase as gases are miscible and occupy the total
available gas volume available to them. In most food applications,
a gas phase is a mixture of air and water vapor.

2.2 Assumptions. The assumptions made while formulating
this multiphase framework are as follows: �1� All the phases

Phase change
from Bound water
to Liquid water

Evaporation/
Condensation

Phase change
from Bound fat
to Liquid fat

Bound water

Bound fat

Protein

Liquid water

Liquid fat

Air and vapor

Fig. 1 Schematic of a porous food material showing mass
transfer between various phases
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�solid, liquids, and gas� are in continuum. �2� Local thermal equi-
librium exists throughout the material between all phases. �3�
Pressure is shared by all phases as the effects of capillary pressure
have been included as diffusion terms �17,28�. �4� There can be
nonequilibrium between water in solid and water vapor in gas
phase; i.e., their concentrations are not given by the moisture iso-
therms. �5� Deformation of the material during processing is not
considered.

2.3 Governing Equations. The mathematical model consists
of conservation equations for all the phases and components dis-
cussed above. For the sake of generalization, we assume that there
are n phases in all. Of these, there is one solid phase, one gas
phase, and n−2 liquid phases. There are b components inside the
solid phase and two �vapor and air� inside the gas phase.

2.3.1 Mass Balance Equations. Porosity, �, is defined as the
fraction of the total volume occupied by pores, given by

� =

Vg + �
i=1

n−2

Vi

V
�1�

where Vi is the volume occupied by the ith liquid phase in an
elemental volume V. If, during a process, the solid matrix loses a
bound fluid, such as water, then porosity, �, does not remain
constant. As the solid matrix loses water, the porosity increases. In
such cases, porosity can be estimated as

� = 1 −
Vs

V
= 1 − �

j=1

b
Vj

V
= 1 − �

j=1

b
cj

� j
�2�

where b is the number of components in the solid phase, and cj
and � j are the concentration and density of the jth solid compo-
nent, respectively. Here, it is assumed that the total volume of the
solid can be estimated as the sum of the individual volumes of the
solid phase components, with each component retaining its pure
state density.

Saturation of a transportable phase is defined as the fraction of
pore volume occupied by that particular phase:

Si =
Vi

�V
�3�

Sg =
Vg

�V

where i stands for any liquid phase. The summation of saturation
of all transportable phases should lead to unity �Eq. �5��.

The mass balance equation for a phase solves for the saturation
of the phase. There are n−2 liquid phases and one gas phase. So,
n−2 mass balance equations �Eq. �4�� are solved to obtain the
saturation �Si� of each individual liquid phase. The saturation of
gas, Sg, is calculated from Eq. �5�:

�

�t
���iSi� + � · ni = − Ṙi,j − İ �4�

Sg + �
i=1

n−2

Si = 1 �5�

where Ṙi,j denotes interphase mass transfer from the ith liquid

phase to the jth solid component. Similarly, İ denotes the phase
change from liquid water to water vapor.

The total flux of the liquid phase, ni, is due to the liquid pres-
sure, P−pi,cap, which is the difference between gas pressure and
capillary pressure. This total flux term is given by Darcy’s law
�28� as

ni = − �i

kin,i
p kr,i

p

�i
� �P − pi,cap� = − �i

kin,i
p kr,i

p

�i
� P

+ �i

kin,i
p kr,i

p

�i
� �pi,cap

�ci
� ci +

�pi,cap

�T
� T� �6�

The first term in the right-hand side of the above equation repre-
sents flow due to gradients in gas pressure and is significant only
in the case of intensive heating of food materials such as micro-
wave heating, deep-fat frying, and contact heating at high tem-
perature. The second and third terms can be rewritten in terms of
capillary diffusivity, Di,cap, and diffusivity due to thermal gradi-
ents, Di,T, given by

Di,cap = − �i

kin,i
p kr,i

p

�i

�pi,cap

�ci
�7�

Di,T = − �i

kin,i
p kr,i

p

�i

�pi,cap

�T
�8�

In most of the cases, the gas phase is a mixture of water vapor and
air. Spatial variations in the concentration of these components
during processing are obtained by solving the respective mass
conservation equations in terms of their mass fractions, �v and
�a, with binary diffusion �29�:

����gSg�v�
�t

+ � · �ug�g�v� = � · ��Sg

Cg
2

�g
MaMvDeff,g � xv� + İ

�9�

�v + �a = 1 �10�
The concentration of components in the solid phase is determined
by solving the mass conservation equation for each:

�cj

�t
= ��Dj,cap � cj� + ��Dj,T � T� + Ṙi,j �11�

where Ri,j is the rate of mass transfer from the liquid phase to
component j in the solid phase, Dj,cap is the diffusivity due to
concentration gradients, and Dj,T is the diffusivity due to tempera-
ture gradients. Details of Ri,j are discussed later in the section in
the discussion of phase change.

Therefore, the n−2 number of Eq. �4� and the b number of Eq.
�11�, along with Eqs. �5�, �9�, and �10�, constitute the set of n
+b+1 equations from which the concentration variables
c1 ,c2 , . . . ,cb ,S1 ,S2 , . . . ,Sn−2 ,Sg, �v, and �a can be found. Tem-
perature and pressure at every point inside the material are deter-
mined by invoking gas phase mass conservation and energy con-
servation equations, as discussed later. Note, however, that there
are additional unknowns in these equations for which auxiliary
equations will be needed, as discussed later �Eq. �37� for the

evaporation rate, İ, and Eq. �38� for the solid phase change rate,

Ṙ�.

2.3.2 Momentum Balance. The momentum balance equation
for a phase solves for the velocity of that phase. In a porous
medium with low permeabilities, Darcy flow is valid �28�. There-
fore, Darcy’s equation for each phase in porous media replaces the
standard momentum conservation �Navier–Stokes� equation.
However, some software applications do not support Darcy’s law
�Eq. �6�� directly and instead solve the modified Navier–Stokes
equation �Eq. �12��, which includes Darcy’s term, for momentum
balance:

����Si��iui�
�t

+ � · ���Si�2�iuiui� = − ��P − �ig� − ��Si�
�i

kr,i
p kin,i

p ui

�12�
Although Eq. �6� is different from Eq. �12� due to the additional

terms, the inertial terms are shown to be negligible for low-
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permeability systems �28,30�, and Eq. �12� reduces to Eq. �6� for
such systems. Solving Eq. �12� for each phase may involve nu-
merous convergence issues as well as large computation times and
should be avoided when addressing low-permeability porous me-
dia problems. When there is no option in the software but to solve
the Navier–Stokes equation, numerical complications can be re-
duced by assuming that all the transportable phases share the same
pressure and velocity, thereby solving only one equation for the
mixture. This is a simplified approach and may lead to erroneous
results depending on the problem complexities.

2.3.3 Continuity Equation to Solve for Pressure. The gas pres-
sure, P, is calculated by solving the overall mass balance equation
for the gas phase,

�

�t
��Sg�g� + � · ng = İ �13�

where

ng = − �g

kr,g
p kin,g

p

�g
� P �14�

The ideal gas law is used to relate gas phase density and pressure:

�g =
PMg

RT
�15�

Pressure, P, is shared by all the phases �the capillary pressures
of liquid phases have been included as diffusion�. However, Eq.
�13� cannot be used if saturation of the gas phase goes to zero in
any region as pressure cannot be determined in the region—thus
leading to the failure of the numerical solution �discussion fol-
lows�. The gas phase can go to zero under various conditions,
such as high condensation rate in a low porosity region or the
accumulation of liquids due to favorable pressure gradients. One
way to deal with the above problem is to prevent the gas phase
from going to zero by forcing the gas phase saturation to a small
value such that it does not affect the solution and at the same time
does not require any further reformulations. The gas phase can be
prevented from going to zero by introducing residual gas satura-
tion or by giving high liquid capillary diffusivity values at low gas
saturations �31�. Another method is to drop Eq. �13� from the
system of equations and solve for pressure using the conservation
equation for water. The latter is difficult to implement and used
only in specialized porous media codes �e.g., TOUGH2 �32��.

2.3.4 Energy Equation. Since thermal equilibrium is assumed
to exist across all phases �e.g., all phases in a representative el-
emental volume have the same temperature�, the energy balance
equation of the mixture �Eq. �16�� is solved to calculate T:

�effcp,eff
�T

�t
+ �cpn�fluid · �T = � · �keff � T� − �İ �16�

The properties of the mixture are obtained by averaging those of
the pure components, weighted by their mass or volume fractions
�volume fraction is also referred to as saturation in this manu-
script� as appropriate:

�eff = �
j=1

b

cj + ���
i=1

n−2

Si�i + Sg�g� �17�

cp,eff = mg��vcp,v + �acp,a� + �
i=1

n−2

micp,i + �
j=1

b

mjcp,j �18�

�cpn�fluid = �
i=1

n−2

nicp,i + �gug��vcp,v + �acp,a� �19�

keff = ��
j=1

b
cj

� j
kj� + ���

i=1

n−2

Siki + Sg��vkv + �aka�� �20�

Note that in the energy equation, the melting of ice and fat is
handled using the apparent specific heat method �33�, in which the
latent heat of fusion is incorporated by modifying the specific heat
in the temperature range of melting.

2.4 Boundary Conditions. Pressure at the boundary �which
is open to the outside environment� in most food processes is the
ambient pressure; hence, the boundary condition �BC� for the con-
tinuity equation �Eq. �13�� can be expressed as

Psurf = Pamb �21�

The flux at the boundary for any transportable phase can be due to
a combination of phenomenon such as blowing or suction, surface
evaporation, and convection outside the surface. By blowing or
suction, it is meant that the phases have a normal velocity com-
ponent at the surface, and they either flow out �blowing� or flow
into �suction� the porous medium.

If there is an insignificant pressure gradient at the boundary,
then vapor can leave the surface by surface convection only. The
total vapor flux from a hypothetical surface, with �=1 �no solid
phase� and only gas phase present, can be written as

nv,tot,surf = hm��g,surf�v,surf − �v,amb� �22�

where hm is the mass transfer coefficient.
In a multiphase problem, the vapor flux due to surface convec-

tion will have contribution from evaporation from liquid water,
evaporation from bound water in solid phase, and water vapor
already present at the surface. Also, only a part of the surface
contributes to the vapor flux �e.g., nonwater phases will not con-
tribute to the vapor flux�. Therefore, the above expression �Eq.
�22�� is multiplied by the ratio of the contributing surface area to
the total surface area to get the total vapor flux. The total vapor
flux leaving the surface will have the following expression:

nv,tot,surf = hm�Vw + Vg + Vbw

V
���g,surf�v,surf − �v,amb� �23�

Equation �23� gives the total vapor flux for the present problem
�multiphase problem� assuming that volume fraction is equal to
the surface area fraction.

When there is an insignificant pressure gradient at the bound-
ary, flux for other liquid phases such as fat and cooking oil, which
do not undergo phase change at the boundary, will be zero.

The other extreme can be the case when blowing at the surface
dominates over other factors and boundary pressure is specified,
in which case flux at the boundary for any ith component will
simply be

ni,surf = − �i

kin,i
p kr,i

p

�i
� �P − pi,cap��surf = − �i

kin,i
p kr,i

p

�i
� P�surf

− Di,cap����l,iSl,i��surf − Di,T � T�surf �24�

For a gas phase component, such as water vapor, the second and
third terms in the above Eq. �24� are zero.

However, if neither blowing nor convection at the boundary is
dominating, then both phenomena contribute to the mass transfer
at the boundary, and the total flux of vapor going out is given by

nv,surf = − �v
kin,g

p kr,g
p

�g
� P�surf + hm� Vg

Vtot
���g,surf�v,surf − �v,amb�

�25�

Similarly, for liquid water, if neither blowing nor surface evapo-
ration is dominating, then both contribute to the mass transfer at
the boundary, and the flux of water going out is given by
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nw,surf = − �w

kin,w
p kr,w

p

�w
� �P − pw,cap��surf + hm� Vw

Vtot
���g,surf�v,surf

− �v,amb� �26�

Note that the blowing phenomenon for any water phase becomes
significant under conditions of large pressure-driven flow when
surface evaporation is insufficient to take away all the liquid com-
ing out of the boundary �15,34�. Ni and Datta �15� used Sw=1 as
the condition at which blowing occurs, whereas Constant et al.
�34� used P−pcw� Patm in the cell adjacent to the boundary.

In simulating the frying process �discussed later� �17� for vapor
transport at the boundary, neither blowing nor convective transfer
at the surface was dominating throughout the process. No single
boundary condition will work for the whole process. During the
initial phase of the frying process, blowing is dominant, but con-
vection at the surface eventually takes over. So, a single lumped
mass transfer coefficient was used to account for both blowing
and convection at the surface. In that case, the boundary condition
at the surface was given by Eqs. �25� and �26�, but the equations
resembled Eq. �23� with the mass transfer coefficient as a lumped
value of blowing and diffusion instead of diffusion only. These
factors eventually lead to a changing mass transfer coefficient.

In the case of other liquids such as fat or cooking oil, there is no
evaporation and therefore only blowing, and Eq. �24� gives the
flux. For the energy equation, there is energy going out due to
bulk flow, heat lost due to surface evaporation, and convective
heat transfer with hot air or oil or a heated plate:

qsurf = h�Tamb − Tsurf� − T�
i=1

n−1

�cp,ini,surf� + �hm�Vw + Vbw

Vtot
�

���g,surf�v,surf − �v,amb� �27�

2.5 Initial Conditions. Typical initial conditions �ICs� are

IC for Eq. �13�: P = Pamb �28�

IC for Eq. �16�: T = Tamb �29�

IC for Eq. �4�: Si = S0,i �30�

IC for Eq. �9�: �v = �0,v �31�

IC for Eq. �11�: cj = c0,i �32�

Initially, the food material is at ambient pressure and temperature
conditions. Depending on the composition of the food material,
the initial phase saturation of the liquids �S0,i� is estimated. The
water vapor in air is in equilibrium with liquid water initially.
Using a moisture sorption isotherm �Eqs. �34� and �35��, equilib-
rium water vapor pressure at ambient temperature is calculated.
For example, the mass fraction of vapor in the gas phase, �v at
25°C, is calculated as 0.02.

2.6 Phase Change. The evaporation rate, distributed spatially
and over time, is a complex function of food material and process
parameters. Phase change can be formulated in two ways, equi-
librium and nonequilibrium.

2.6.1 Equilibrium Formulation. In the equilibrium formula-
tion of evaporation that is the most common in the literature
�15,16�, vapor is always assumed to be in equilibrium with the
water in the solid matrix:

pv = pv,eq �33�

where pv,eq is the equilibrium vapor pressure at a particular tem-
perature and moisture content and is given by the moisture iso-
therm equation,

ln
pv,eq

psat�T�
= f�Sw,T� �34�

where pv,eq is the equilibrium vapor pressure and psat�T� is the
vapor pressure of pure water at temperature T and is given by the
Clausius–Clapeyron equation:

ln
psat�T�

p0
=

�H̄vap

R

�T − T0�
TT0

�35�

The relationship f�Sw ,T� is generally obtained from experiments,
and much data exist in the literature. As shown already in Eq.
�33�, in the equilibrium formulation, pv is always equal to pv,eq
and the vapor concentration, �v, can be calculated using this re-

lationship. Therefore, the evaporation rate, İ, comes out of the
solution as all the terms on the left-hand side of the mass balance
equation of the vapor �Eq. �9�� are known.

2.6.2 Nonequilibrium Formulation. In a nonequilibrium for-
mulation, Eq. �33� is not used and is replaced by an explicit ex-

pression for the evaporation rate, İ, as discussed in this section. To
understand this, consider a beaker half filled with liquid water and
half with pure nitrogen �with no water vapor�. There is a partition
between the two halves, which prevents any mixing. At time t
=0, the partition between liquid water and nitrogen is removed,
and the system is allowed to come to equilibrium. The whole
system comes to equilibrium after time �t. This �t depends on the
distance that the vapor has to diffuse and the diffusion rate. For
this system, during the time �t, the average evaporation rate over
space and time is given as

İ =
��v,f − �v,i�

�t
=

Mv

RT

�pv,f − pv,i�
�t

�36�

where �v,f is the final vapor density after the equilibration time
and is equal to the equilibrium vapor density, and �v,i is the initial
vapor density. The same concept can be applied in the case of
evaporation in the pores inside the food. A representative elemen-
tal volume, shown in Fig. 1, may consist of a number of pores and
comes to equilibrium after time �t and the evaporation rate is
given by Eq. �36�. Equation �36� is identical to the nonequilibrium
evaporation rate expression in porous hygroscopic solids used for
the modeling of phase change �35,36� given by

İ = K��v,eq − �v�Sg� �37�

where �v=�g�v is the vapor density at a location that comes from
solution. Here, K is a material and process-dependent parameter
signifying the rate constant of evaporation and is the reciprocal of
equilibration time �t.

2.6.2.1 Choice of equilibration time. The equilibration time,
�t, depends on the ratio of the gas phase volume in the pore in
which vapor has to diffuse and the surface area available for
evaporation. For a simple cylindrical pore, this ratio scales as the
radius of the pore. It has been shown that the time taken for a
molecule to make a transition from liquid water to water vapor is
10−14 s �37�. Using this condition and pure diffusion of vapor
from the evaporating surface, the time to equilibrium at one mean
free path �1 �m� away from the liquid surface is less than 10−6 s,
and that 25 �m away is around 10−5 s. The time-scale analysis,
shown in the Appendix, concludes that all the transport time
scales within a pore are greater than the equilibration time scale
for food materials with a maximum pore size smaller than 25 �m
�e.g., potato, meat, etc.�. In that case, the nonequilibrium phenom-
enon is insignificant, and an equilibration time that is one order of
magnitude below the smallest transport time scale ensures equi-
librium. But if pore sizes are on the order of 100 �m �e.g.,
bread�, then the nonequilibrium phenomenon becomes significant
and a reasonable value of K should be used. Estimation of precise
values of K, by pore scale analysis or otherwise, can be a study in
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itself. However, high precision in K is not expected to signifi-
cantly improve the model prediction �38�, and, therefore, the value
calculated from the pure diffusion approach is reasonable for the
model.

2.6.2.2 Relationship of equilibration time to time step choice.
In Halder et al. �38�, it is also shown that as the equilibration time
is decreased, the dependence of the solution on the equilibration
time decreases, such that decreasing the equilibration time from
10−3 s to 10−4 s caused a negligible change in the solution. This
is because if the temperature and moisture transport time scales
are orders of magnitude higher, it is not necessary to use the
accurate range of the equilibration time. Using a higher equilibra-
tion time than the actual value, but one still smaller than the
transport scales, there is a negligible change in the solution, but
the time elapsed to solve the problem is reduced significantly. For
accuracy, the time step of the numerical solution should be
smaller than the equilibration and transport time scales.

Coincidentally, an equilibrium formulation is difficult to imple-
ment in commercial software. Typically, commercial software ap-

plication requires the source term �evaporation rate, İ, in the con-
servation equations� to be explicitly stated in terms of dependent
variables in the model. A nonequilibrium formulation, given by
Eq. �37�, allows precisely this, i.e., the explicit expression of the
evaporation rate, and therefore would be preferred in commercial
software application and is therefore used in our model. For infi-
nitely large K, corresponding to the instantaneously occurring
phase change, Eq. �37� reverts back to Eq. �33�, the equilibrium
assumption, making it possible to simulate the equilibrium formu-
lation as well.

2.6.3 Other Phase Changes. Analogous to the evaporation
rate that relates water release from the liquid to the vapor phase,
the release of liquids such as fat and liquid water from the solid
matrix to the transportable phase, as temperature increases, can
also be written in terms of rate expressions, similar to Eq. �37�,
given by

Ṙi,j = Ki,j�cs,j − cs,j,eq� �38�

The holding capacity co-relation, cs,j,eq, is experimentally deter-
mined �39�. It is assumed that the concentrations in the solid phase
always remain at equilibrium. Large values of Ki,j were selected
so that equilibrium is satisfied at each time step, similar to the use
of large K to force equilibrium in the nonequilibrium formulation
for evaporation discussed above.

3 Model Implementation and Validation
In the following section, the model developed is applied to two

food processes, the frying of a restructured potato slab �made
from dried potato flakes� and contact heating of a hamburger
patty, to demonstrate its effectiveness in describing different pro-
cesses. The model is validated in each case using experimental
results.

3.1 Deep-Fat Frying of Restructured Potato. Deep-fat fry-
ing can be defined as a process for cooking foods by immersing
them in edible oil at a temperature above the boiling point of
water, usually between 150°C and 200°C.

3.1.1 Problem Formulation. A schematic of the problem de-
scription is shown in Fig. 2. The restructured potato slab is as-
sumed to be a porous medium. There are four phases: solid, liquid
water, oil, and gas. The gas phase is a mixture of air and water
vapor. Shrinkage during frying and the effects of gravity are ig-
nored. To simulate a 1D heat and mass transfer, no flux conditions
for mass species and energy are specified at boundaries other than
x=0. The problem is considered to be symmetric with x=L as the
line of symmetry. The left boundary �x=0� is the frying surface
where heat and mass exchange with the environment takes place.
In a restructured potato, water in the solid matrix is negligible �as

all the water is in the pore space�, so interphase mass transfer
from solid to liquid is ignored �it cannot be ignored in the case of
contact heating of meat as shown later�. This simplifies the overall
model, as porosity can be assumed to be constant with time and
mass balance of the solid is not required.

3.1.2 Mass Balance Equation. Saturation of liquid water and
oil is calculated by solving the mass balance equations of the
phases �Eq. �4��. Saturation of gas is calculated from Eq. �5�. The
gas phase is a mixture of water vapor and air, so the mass balance
equation of water vapor is solved using Eq. �9� and the mass
fraction of air is calculated from Eq. �10�.

3.1.3 Energy Balance Equation. Local thermal equilibrium
exists between all the phases, and, therefore, the energy balance
equation for a mixture �Eq. �16�� is solved to get the temperature,
T.

3.1.4 Continuity and Momentum Equation. The continuity
equation of the gas phase �Eq. �13�� is solved to give the pressure,
P. During frying, the gas phase never goes to zero, so solving Eq.
�13� does not lead to numerical difficulties �discussion in Sec.
2.3.2�. Darcy’s law is assumed to be valid and gives the velocities
of each phase �liquid water, oil, and gas�.

3.1.5 Boundary Conditions and Initial Conditions. Boundary
conditions at x=0 are given as

BC for Eq. �13�: Psurf = Pamb �39�

BC for Eq. �16�: qsurf = h�Tamb − Tsurf� − �� + cp,wT�nw,surf

− cp,vTnv,surf − cp,oTambno,surf �40�

BC for Eq. �4�: nw,surf = hmSw��g,surf�v,surf − �v,amb� �41�

So,surf = So1 �42�

BC for Eq. �9�: nv,surf = hmSg��g,surf�v,surf − �v,amb� �43�

Initial conditions inside the potato before frying are

IC for Eq. �13�: P = Pamb �44�

IC for Eq. �16�: T = Tamb �45�

IC for Eq. �4�: Sw = 0.3 �46�

So = 0 �47�

Evaporation
zone

CrustCore

Peak
Evaporation

Line of symmetry
(1.27 cm from the surface)

Vapor convected
away by oil

Heat inflow from
hot oil

Oil pickup due to
capillarity

Liquid
water Water vapor

Hot oil

Y

X
0

Insulated and impermeable

Oil Penetrates inside
the potato

Fig. 2 Schematic showing computational domain and bound-
ary conditions. Two-dimensional geometry was implemented
with the above boundary conditions to simulate an effective
one-dimensional problem. For computation, the dimension in
the y-direction was chosen to be 0.08 cm.
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IC for Eq. �9�: �v = 0.02 �48�
Further details and explanations of boundary and initial conditions
are given elsewhere �17�.

3.1.6 Input Parameters and Numerical Solution. Input param-
eters and other auxiliary equations used in this frying simulation
are given in Table 1. A commercially available finite element soft-
ware, COMSOL Multiphysics �Comsol Inc., Burlington, MA�, was
used to solve these equations. The computational domain, shown
in Fig. 2, is 0.0127�0.0008 m2 and has a mesh consisting of
127�3 quadrilateral elements. Simulating 16 min of heating took
approximately 6 h of CPU time for a time step size of 0.01 s on a
Pentium 3.4 GHz PC with 2 Gbyte random access memory
�RAM�.

3.1.7 Results and Validation. The simulation results are com-
pared with the experimental data of Farkas and Singh �20�, as
shown in Fig. 3�a�. The predicted temperatures at a distance of
0.05 cm from the surface are close to experimental values for the
first 2 min, but there is a considerable difference between them for
the next 10 min and finally again matching closely for the last 4
min of frying. This difference is due to discrepancies in the tem-
perature measurement technique for the depth of 0.05 cm, as dis-
cussed in Halder et al. �38�. The temperature predictions for loca-
tions 0.42 cm and 0.85 cm from the frying surface compare well
with the experimental measurements.

As shown in Fig. 3�b�, the moisture content �dry basis� of the
potato slab dropped from its initial value of 2.50 to 1.56 after 16
min of heating. Our model prediction, with improved boundary

Table 1 Input parameters used in the simulations of deep-fat frying

Parameter Symbol Value Units Source

Density
Water �w 998 kg /m3

Vapor �v Ideal gas kg /m3

Air �a Ideal gas kg /m3

Oil �o 879 kg /m3 �42�
Solid �s 1528 kg /m3 �20�

Specific heat capacity
Water cpw 4178 J /kg K �43�
Vapor cpv 2062 J /kg K �43�
Air cpa 1006 J /kg K �43�
Oil cpo 2223 J /kg K �43�
Solid cps 1650 J /kg K �43�

Thermal conductivity
Water kw 0.57 W /m K �43�
Vapor kv 0.026 W /m K �43�
Air ka 0.026 W /m K �43�
Oil �corn� ko 0.17 W /m K �44�
Solid ks 0.21 W /m K �43�

Intrinsic permeability
Water kin,w

p 5�10−14 m2 �15�
Air and vapor kin,g

p 10�10−14 m2 �15�
Oil kin,o

p 5�10−14 m2 �15�

Relative permeability
Water kr,w

p ��Sw−0.08� /0.92�3 �45�
Air and vapor kr,g

p �1−Sw−Sf� /0.92 �45�
Oil kr,o

p ��Sf −0.08� /0.92�3 �15�

Capillary diffusivity
Water Dw,cap 10−8 exp�−2.8+2M� �15�
Oil Do,cap 10−8 exp�−2.8+2Mo� �15�

Viscosity
Water �w 0.988�10−3 Pa s
Air and vapor �g 1.8�10−5 Pa s
Oil �o 5.05�10−6 exp�2725 /T� Pa s �42�

Heat transfer coefficient
Frying h Graph W /m2 K �17�
Post-frying cooling h 20 W /m2 K �46�

Mass transfer coefficient hm Graph m/s �17�
Latent heat of vaporization � 2.26�106 J/kg
Porosity � 0.928 �20�
Vapor diffusivity in air Deff,g 2.6�10−6 m2 /s
Oil temperature Toil 180 °C
Ambient pressure Pamb 101325 Pa
Surface oil saturation So1 0.11 �frying� �16�

0.28 �cooling� �16�
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conditions and evaporation formulation, matches very closely
with the experimental results �20�, making a better match than in
other studies �15,20�. Such close agreement between experimental
measurements and model prediction confirms the effectiveness of
the model and serves to validate it.

As can be seen in Figs. 3�c� and 3�d�, the peak pressure occurs
where the evaporation rate is maximum. The evaporation rate is
distributed over a narrow zone near the surface, thus validating
our assumption that evaporation does not occur at an interface
�sharp boundary� but is distributed over a thin zone. In the region
where rapid evaporation takes place, the pressure is always above
that of the ambient pressure. Initially, there is condensation in the
core region, due to which the pressure falls below ambient pres-
sure. This negative gauge pressure occurs because the gas phase

has a negative rate of accumulation in the core—the air present in
the core is driven out due to binary diffusion, and vapor reaching
the core is condensed. As temperature rises and evaporation �and
not condensation� starts to occur in the core region, the pressure
starts rising and finally reaches around 600 Pa after 16 min of
frying.

3.2 Contact Heating of a Hamburger Patty. Meat can be
processed and cooked in a variety of ways. For the purpose of this
study, double-sided contact heating of hamburger patties �40� is
selected, as shown in the schematic of Fig. 4. A frozen hamburger
patty of cylindrical shape �diameter of 10 cm and height of 1 cm�,
initially stored at −22°C, is placed between two hot plates. The
gap between the top and bottom heating plates is kept fixed at 1
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cm. As temperature rises, water and fat melt but are still held
strongly by the solid matrix. With further rise in temperature,
denaturation of muscle proteins occurs, which causes the release
of bound water and fat, making both liquids transportable. Mass
transfer can also occur between water and vapor in the gas phase
due to vaporization and condensation. Gradually, the region near
the hot plates loses all the water due to evaporation, and a dried
crust region develops. The variables of interest for predicting
quality and safety aspects of meat cooking are temperature, mois-
ture content, fat content, evaporation rate, and their histories.

3.2.1 Problem Details. A schematic of the problem descrip-
tion is shown in Fig. 4. To simulate a 1D heat and mass transfer in
a cylindrical patty, it is assumed that the exchange of heat and
mass with the outside environment takes place through the top and
bottom surfaces of the patty only, and the sides are insulated �i.e.,
radial transport is ignored so gradients are present only in the
axial directions�. Since the effect of gravity is small, and the top
and the bottom plates are at the same temperature, symmetry is
assumed at the centerline. The patty is assumed to comprise three
transportable fluid phases—liquid water, liquid fat, and gas �mix-
ture of air and water vapor�—and a solid phase comprising of
protein, frozen water, and fat.

3.2.2 Mass Balance Equation. As in frying, the saturations of
the water and fat phases are calculated by solving the mass bal-
ance equations of the phases �Eq. �4��. Saturation of gas is calcu-
lated from Eq. �5�. The gas phase is a mixture of water vapor and
air, so the mass balance equation of water vapor is solved using
Eq. �9�, and the mass fraction of air is calculated from Eq. �10�. In
meat cooking, where the solid releases water and fat, there are
three additional mass balance equations for each component of the
solid phase �Eq. �11��.

3.2.3 Energy Balance Equation. Thermal equilibrium exists
between all the phases, and, therefore, the energy balance equa-
tion for a mixture �Eq. �16�� is solved to get the temperature, T.

3.2.4 Continuity and Momentum Equation. Similar to frying,
Eq. �13� is solved to obtain pressure, P, and Darcy’s law provides
the velocities of each phase.

3.2.5 Boundary and Initial Conditions. In the case of contact
heating of meat, the heat transfer coefficient is very high
��1000 W /m2�. This leads to high evaporation rates and thus
large pressure gradients close to the heated surface. Under such
conditions, blowing can be significant. Therefore, the boundary
flux for water vapor is given by Eq. �25�. Following Ni et al. �21�,
Sw=1 was used as the condition to kick in blowing for liquid
water. However, this condition was never satisfied during 150 s of
heating, and liquid water left the patty by surface evaporation
only. The time-dependent heat transfer coefficient and plate tem-
perature data are taken from Pan et al. �40�.

Initially frozen at −22°C, the patty is composed of 60 wt %
water, 24 wt % fat, and 16 wt % protein, and all are assumed to be
in solid phase. The porosity of frozen patties is taken as 2% �41�.
From these data, the initial concentrations for all the components
can be calculated. Note that at the initial temperature, all water
and fat are assumed to be in the solid matrix, and therefore con-
centrations of both bulk water and fat are zero. Initially, air is
assumed to be saturated with vapor. The equilibrium mass fraction
of vapor in the gas phase, �v, at −22°C is 0.0015.

3.2.6 Input Parameters and Numerical Solution. Input param-
eters used in the hamburger patty cooking simulation are given in
Table 2. A commercially available finite element software, COM-

SOL Multiphysics �Comsol Inc., Burlington, MA�, was used to
solve these equations. The computational domain is 0.005 m in
length and has a mesh consisting of 500 elements. Simulation of
150 s of heating took approximately 6 h of CPU time for a time
step size of 0.01 s on a Pentium 3.4 GHz PC with 2 Gbyte RAM.

3.2.7 Results and Validation. Predicted temperature history is
compared with the experimental data from Ref. �40�, as shown in
Fig. 5�a�. The temperatures at the core of the patty, i.e., the coldest
point, follow the experimental results for around 100 s. After that,
the predicted heating rate is slightly lower than the experimentally
observed value. The coldest-point temperature is around 70°C
after 150 s, whereas the measured temperature is 85°C. The ex-
perimentally observed total weight losses �water and fat� are about
10%, 12%, 16%, and 22% �of the initial weight� after 60 s, 80 s,
100 s, and 120 s of heating, respectively �Fig. 5�b��. The differ-
ence between the loss predicted by the simulation and the experi-
mental observed loss is less than 2% �of the initial patty weight� at
60 s, 80 s, and 100 s and about 5% at 120 s.

Once the ice is completely melted, the Biot number for the
process is 250 �the heat transfer coefficient is greater than
1000 W /m2 K, the patty thickness is 1 cm, and the thermal con-
ductivity is around 0.4 W /m2 K, which means that the heat trans-
fer is internally limited�. We compared our thermal conductivity
values �estimated by volume averaging� with the values experi-
mentally measured in Pan and Singh and found that there is a
difference of about 10%. The averaging correlations for transport
property estimation may have an error of 	10% �43�, which af-
fects the results in the case of internally limited processes, in this
case leading to lower heating rates and lower weight losses.

An absolute comparison is difficult to achieve due to limitations
in the property estimation correlations. However, the close results
validate the more fundamental approach toward the modeling of
food cooking. Following this approach, thermal processing of
meat products can be simulated by applying the multiphase trans-
port model. This has advanced the existing approach for modeling
the meat-cooking process, under which bulk thermal properties of
meat �such as enthalpy and thermal conductivity� are measured as
functions of temperature, and then, a simple conduction equation
is used to fit the data.

Figures 5�c� and 5�d� show the spatial profiles of the pressure
and evaporation rates, respectively, at different times. The evapo-
ration rate and, therefore, the pressure are maximum near the
heated surface. The interior of the patty has negative pressures due
to the diffusion, followed by the condensation, of vapor from the
surface to the relatively cooler interior. Gradually, as the surface
dries up, the evaporation and peak pressure zones are expected to
move from the surface to the core, as was shown earlier �in Fig. 3�
for deep-fat frying.

4 Similarity in Fundamental Physics
As shown in deep-fat frying and contact heating of hamburger

patties �Figs. 3 and 5�, the fundamental physics involved in dif-
ferent thermal food processes are similar. As the food �porous
hygroscopic material� is heated from the boundary, the tempera-
ture inside rises. The rise in temperature causes a phase change,
which in turn causes a rise in pressure. The pressure gradient
causes the flow of phases toward the boundary where mass trans-
fer takes place. If there is a fluid component absorbed in the solid,
then with a rise in temperature and subsequent changes in solid
matrix properties it changes into a transportable phase. Therefore,
a single model is able to solve distinct modes of cooking or pro-
cessing where the physics is similar and distinct modes of heating
are handled by distinct boundary conditions �e.g., frying, baking,
etc.� or in some cases by source terms �e.g., microwave heating�.

5 Conclusion
The aim of this paper is to show that transport for many of the

thermal processes in food �e.g., frying, baking, meat cooking, and
microwave heating� can be modeled using the comprehensive
framework developed. The developed model includes all the im-
portant physics encountered in cooking or food processing �e.g.,
melting, bound phase, phase change, pressure-driven flow, capil-
lary flow, and binary diffusion�. Depending on the food processing
situation, this comprehensive model can be simplified by ignoring
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some physics that are irrelevant for that process and material. For
example, in frying restructured potato, it is assumed that there is
no bound water and all the water is available for transport, thus
largely reducing complexities. In meat cooking, all of the physics
is necessary, and, therefore, it results in the most complex model.
The two food processes, the frying of potato and the contact heat-

ing of hamburger patty, modeled in this paper demonstrate the
effectiveness of the framework in solving different types of ther-
mal processes.

Though meat and potato are completely different in terms of
composition, and frying and contact cooking are completely dif-
ferent modes of cooking, transport in the case of frying of potato

Table 2 Input parameters used in the simulations of contact heating of a hamburger patty

Parameter Symbol Value Units Source

Patty dimensions
Height 10 mm �40�

Initial conditions
Mass fractions
Water xfw 0.6 – �40�
Fat xf 0.24 – �40�
Protein xpr 0.16 – �40�
Porosity � 0.02 – �41�
Temperature Tini 
22 °C �40�
Pressure Pini 101,325 Pa –

Properties
Water activity aw – – �47�
Density
Water �w 997.2 kg /m3 �43�
Ice �i 917 kg /m3 �43�
Gas �v Ideal gas kg /m3 �43�
Fat � f 925.6 kg /m3 �43�
Protein �pr 1330 kg /m3 �43�
Specific heat capacity
Water cp,w 4178 J /kg K �43�
Ice cp,i 2062 J /kg K �43�
Gas cp,g 1006 J /kg K �43�
Fat cp,f 1984 J /kg K �43�
Protein cp,pr 2008 J /kg K �43�
Thermal conductivity
Water kw 0.57 W /m K �43�
Ice kw 2.22 W /m K �43�
Gas kg 0.025 W /m K �43�
Fat kf 0.18 W /m K �43�
Protein kpr 0.18 W /m K �43�
Intrinsic permeability
Water kin,w

p 5�10−16 m2 �48�
Fat kin,f

p 1�10−15 m2 �48�
Gas kin,g

p 5�10−16 m2 Same as fat
Relative permeability
Water kr,w

p ��Sw−0.08� /0.92�3 – �45�
Fat kr,f

p ��Sf −0.08� /0.92�3 – Same as water
Gas kr,g

p �1−Sw−Sf� /0.92 – �45�
Capillary diffusivity
Water Dw,cap 10−10 exp�−2.8+10Sw� m2 /s �47�
Fat Df ,cap 10−10 exp�−2.8+10Sf� m2 /s �47�
Viscosity
Water �w 0.988�10−3 Pa s
Gas �g 1.8�10−5 Pa s
Fat � f 0.02 Pa s �49�
Holding capacities
Water cbw,eq cbw,ini exp�−0.0132�T−303�� kg /m3 �39�
Fat cbf ,eq cbf ,ini exp�−0.0159�T−303�� kg /m3 �39�
Heat transfer coefficient h – W /m2 K �40�
Mass transfer coefficient hm 0.015 m/s �15�
Latent heat of vaporization � 2.26�106 J/kg
Latent heat of fusion
Water 3.34�105 J/kg
Fat 1.5�105 J/kg
Vapor diffusivity in air Deff,g 2.6�10−5 m2 /s
Grill temperature Tsurf – °C �40�
Ambient pressure Pamb 101,325 Pa
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and meat cooking can be solved by the same model. This is be-
cause the developed model is not based on empirical relationships
but is a fundamental-based model, which can be generalized over
a wide range of hygroscopic porous materials and different types
of thermal processes. The input parameters required to solve the
problem have a physical meaning and are inherent properties of
either the process or the food material and can be determined
experimentally.

A novel nonequilibrium evaporation formulation is used in the
model to describe the evaporation and condensation processes.
The nonequilibrium evaporation constant, K, is the reciprocal of
the equilibration time and has been investigated in detail in this
paper. Further, the same nonequilibrium formulation can be used
to implement equilibrium by using a very large value of K. A
time-scale analysis shows that the transport scales are much larger
than the evaporation time scale for a typical food material. There-
fore, a higher value for the equilibration time can be used in a
simulation without affecting the solution.

The comprehensive model developed here can also simulate
transport in other hygroscopic porous materials. Although the im-
mediate applications shown here are to food processes, the model
has applications in many different fields, for example, fuel cells,
drug delivery through tissues, and nuclear waste treatment. For
example, in fuel-cell simulation, there are two different phases
�liquid and gas� that experience pressure-driven flow in porous
media. There is a chemical reaction in fuel cells between liquid
phases to form gaseous phase, which is analogous to evaporation
in frying and meat cooking.

Another unique feature of the modeling framework is that it can
be easily implemented in some general purpose CFD software.
Most commercial software requires the evaporation rate to be ex-
plicitly expressed in terms of dependent variables of the model,
and the nonequilibrium formulation presented here allows pre-
cisely this, unlike the implicit evaporation formulations of the
past. Use of the direct Darcy law over the Navier–Stokes analog

of the Darcy flow reduces unnecessary numerical complexities.
Because the model is versatile and easily implementable, it can be
very useful in product, process, and equipment designs in the food
sector and similar applications in other fields.
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Nomenclature
b � number of components in the solid phase
c � concentration, kg m−3

cp � specific heat capacity, J kg−1 K−1

Cg � molar density, kmol m−3

Deff,g � effective gas diffusivity, m2 s−1

D � diffusivity, m2 s−1

g � acceleration due to gravity, kg m−3

h � heat transfer coefficient, W m−2 K−1

hm � mass transfer coefficient of vapor, m s−1

İ � volumetric evaporation rate, kg m−3 s−1

k � thermal conductivity, W m−2 K−1

kp � permeability, m2

K � nonequilibrium evaporation constant, s−1

Ki,j � nonequilibrium constant for interphase mass
transfer from i to j, s−1

L � length scale, m
m � overall mass fraction

Ma, Mv � molecular weight of air and vapor
n � total number of phases
n � total flux, kg m−2 s−1

P � gas pressure, Pa
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Fig. 5 „a… Temperature at the center point, „b… average moisture content, „c… spatial pressure, and
„d… spatial evaporation rate profiles for contact heating of a hamburger patty at different times
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pv � vapor pressure, Pa
q � heat flux, J m−2 s−1

R � universal gas constant, J kmol−1 K−1

Ri,j � rate of mass transfer from i to j, kg m−3 s−1

S � saturation
t � time, s

T � temperature
u � velocity, m s−1

V � volume, m3

x � mole fraction
� � density, kg m−3

� � latent heat of vaporization, J kg−1

�v, �a � mass fraction of vapor and air in relation to
total gas

� � porosity
� � dynamic viscosity, Pa s

amb � ambient
a, g, o, s, v,

w � air, gas, oil, solid, vapor, water
bw, bf � water, fat in solid phase

cap � capillary
eff � effective
eq � equilibrium

f � final
i � ith liquid phase, initial

in � intrinsic
ini � initial

j � jth component in the solid phase
0 � at time t=0
r � relative, residual

sat � saturation
surf � surface

T � temperature
tot � total 2

Appendix: Transport Time-Scale Analysis
The minimum length scale �L� of significance for typical food

materials is assumed to be 0.1 mm:

L 	 10−4 m �A1�

The time scale for capillary diffusion �tcap�:

tcap 	
L2

Dcap
=

10−8 m2

10−6 m2/s
= 10−2 s �A2�

Note that a low value for the length scale and the highest possible
value of Dcap is used to obtain the minimum relevant diffusion
time scale.

The time scale for binary diffusion �tg�:

tg 	
L2

Deff,g
=

10−8 m2

10−5 m2/s
= 10−3 s �A3�

The time scale for pressure-driven flow �tp�:

v 	
k

�

�P

L
=

10−15 m2

10−3 Pa s

105 Pa

10−4 m
= 10−3 m/s

�A4�

tp 	
L

v
=

10−4 m

10−3 m/s
= 10−1 s

The time scale for heat flow �th�:

th 	
L2

keff

�effcp,eff

=
10−8 m2

10−7 m2/s
= 10−1 s �A5�

Therefore, it can be seen that all the transport time scales are
larger than the evaporation equilibrium time scale, which is
10−5 s for 25 �m sized pores �37�.
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Tissue engineering requires complex three-dimensional scaffolds
that mimic natural extracellular matrix function. A wide variety of
techniques have been developed to create both fibrous and porous
scaffolds out of polymers, ceramics, metals, and composite mate-
rials. Existing techniques include fiber bonding, electrospinning,
emulsion freeze drying, solvent casting/particulate leaching, gas
foaming/particulate leaching, high pressure processing, and ther-
mally induced phase separation. Critical scaffold properties, in-
cluding pore size, porosity, pore interconnectivity, and mechanical
integrity, are determined by thermal processing parameters in
many of these techniques. In this review, each tissue engineering
scaffold preparation method is discussed, including recent ad-
vancements as well as advantages and disadvantages of the tech-
nique, with a particular emphasis placed on thermal parameters.
Improvements on these existing techniques, as well as new ther-
mal processing methods for tissue engineering scaffolds, will be
needed to provide tissue engineers with finer control over tissue
and organ development. �DOI: 10.1115/1.4002464�

Keywords: tissue engineering, scaffolds, thermal processing,
porosity, fiber bonding, electrospinning, emulsion freeze drying,
solvent casting/particulate leaching, gas foaming/particulate
leaching, high pressure processing, thermally induced phase sepa-
rations

1 Introduction
Tissue engineering was defined in the late 1980s as “the appli-

cation of principles and methods of engineering and life sciences
toward fundamental understanding of structure-function relation-
ships in normal and pathological mammalian tissues and the de-
velopment of biological substitutes to restore, maintain, or im-
prove tissue functions” �1�. Tissue engineering has made progress
in developing organs with a relatively simple architecture, includ-
ing cartilage, skin, bladder, and heart valves �2–5�. However, the
promise of generating an abundant supply of tissues and organs to
replace those lost to disease, aging, and trauma remains unful-
filled. For this reason and because tissue engineering has potential
to revolutionize drug discovery and expand our understanding of
complex cell behavior, tissue engineering was redefined in 2007.
The Multi-Agency Tissue Engineering Science �MATES� Inter-
agency Working Group expanded the name to tissue science and
engineering and the definition to “the use of physical, chemical,
biological, and engineering processes to control and direct the
aggregate behavior of cells” �6�.

The MATES strategic plan identified biomaterial scaffold de-
velopment as an overarching goal for tissue science and engineer-
ing. In vivo, cells are supported both structurally and biochemi-
cally by the extracellular matrix, a nanoscale fibrous protein mesh.

To engineer complex three-dimensional tissues in vitro, cells are
seeded into scaffolds that mimic extracellular matrix functions.
Scaffolds must have the appropriate three-dimensional architec-
ture for the tissue to be created, including the desired volume,
shape, and mechanical properties. Scaffolds must be highly po-
rous with excellent pore interconnectivity to allow high cell den-
sity, tissue in-growth, and essential nutrient diffusion �7�. The base
material, leachable components, and degradation products of scaf-
folds must be nontoxic to cells and produce minimal immune
response. Finally, scaffolds should actively guide tissue regenera-
tion through incorporation of bioactive components �8�.

Tissue engineering scaffolds are made from a wide variety of
materials. The material is selected based on whether the scaffold
should degrade or remain a permanent part of the tissue as it
grows and also based on the desired tissue’s mechanical proper-
ties. Metals, including stainless steel, cobalt-based alloys, and
titanium-based alloys, were traditionally used for orthopedic im-
plants; however, they are difficult to process and are not biode-
gradable �9�. For bone tissue engineering, ceramics such as
calcium phosphate, silica, alumina, zirconia, bioglass, hydroxya-
patite, and titanium dioxide are often used alone or as a compo-
nent in a composite �10�. Polymers are widely used because of
their diverse composition, ease of bioactive factor conjugation,
and ability to control both their mechanical properties and degra-
dation rate. Natural polymers used in tissue engineering include
fibrin, collagen, gelatin, chitosan, alginate, hyaluronic acid, gly-
cosaminoglycan, starch, and chitin �11�. An equally wide range of
synthetic polymers are employed in scaffold construction such as
polylactide �PLA�, polyglycolide �PGA�, poly�lactide-co-
glycolide� �PLGA�, polyanhydrides, and polyorthoesters �12,13�.
Many natural and synthetic polymers swell in water to form hy-
drogels. A wide variety of functions can be designed into the
hydrogel, including sensitivity to a specific stimulus, controlled
degradability, and self assembly �14,15�. Scaffolds are often func-
tionalized to induce a specific biological function by physically
adsorbing or chemically conjugating bioactive factors such as ad-
hesion molecules and growth factors to the scaffold surface.

Thermal processing parameters are critical to many of the tech-
niques developed for scaffold fabrication. Often, the scaffold
structure and morphology can be manipulated by changing ther-
modynamic and heat transfer variables in the manufacturing pro-
cedure. In this review, we present methods of fibrous and porous
scaffold fabrication that involve thermal processing. advantages
and disadvantages for each method are summarized in Table 1.
Detailed discussions of scaffold fabrication by rapid prototyping
methods and cell-laden scaffold deposition can be found else-
where �16,17�.

2 Fibrous Scaffolds
The natural extracellular matrix is a nanoscale fibrous mesh;

therefore, a natural choice for tissue engineered scaffolds is repli-
cation of the natural topography. Fibrous scaffolds have a large
surface area for cell attachment, and they are highly porous for
rapid nutrient diffusion. Studies suggest that many cell types re-
spond to fibrous material nanoscale topography �18�. A disadvan-
tage of these scaffolds is the lack of structural stability and me-
chanical integrity, in particular, for load bearing tissues . While the
original fibrous scaffolds were woven felts, newer techniques such
as fiber bonding and electrospinning have advanced fibrous scaf-
fold development.

2.1 Fiber Bonding. Fiber bonding was initiated to enhance
the structural stability of existing polymer meshes, which showed
positive results in tissue engineering �19�. In this method, fibers
are joined at their crosspoints either by sintering the fibers them-
selves or by melting a secondary polymer to join fibers together.
Thermal parameters during the annealing phase are critical since
the temperature must be high enough to allow bonding but low
enough to maintain fiber shape, diameter, and scaffold porosity.

Manuscript received August 14, 2009; final manuscript received October 26,
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While this method can be used to create fibrous scaffolds with
enhanced mechanical properties, the scaffold porosity ranges from
50% to 81% and is difficult to control. Limited polymer and sol-
vent choices exist, and the use of harsh solvents might prevent
incorporation of bioactive factors or leave residual solvent that
could harm cells in the scaffold �9,11�.

Fiber bonding was initially developed by Mikos et al. �20� in
1993. The PGA meshes they were using were difficult to form into
desired tissue structures and failed to provide a firm substrate for
cell adhesion and growth. In their experiments, PGA meshes were
cast in poly�L-lactic acid� �PLLA� dissolved in methylene chlo-
ride, which then solidified after the solvent evaporated. The com-
posite was heated first to 195°C to melt the PLLA and then to
235°C to sinter the PGA, followed by cooling in liquid nitrogen.
PLLA was dissolved in methylene chloride, leaving �10 �m di-
ameter PGA fibers bonded at their crosspoints without changing
polymer surface or bulk properties or fiber diameter. The PLLA
matrix, which filled the pores in the PGA as it melted, played a
critical role in maintaining PGA fiber shape. In cell studies, hepa-
tocytes bound to fibers and survived within the scaffold for at least
one week �20�.

Fiber bonding has since been expanded by other groups. While
in the original study, PLLA was used as a melted matrix to main-
tain PGA fiber shape; later experiments used PLLA as the bonding
agent �21�. PGA fiber matrices were sprayed with atomized PLLA
and annealed at 195°C, which is above the melting point of PLLA
but below the melting point of PGA. The PLLA melted and con-
densed at the PGA fiber crosspoints. Extensive fiber bonding in-
creased scaffold compressive modulus, slowed degradation, im-
proved cell interaction, and prevented matrix contraction with
seeded cells. Fiber bonding was also used to create a natural-
synthetic polymer blend scaffold �22,23�. Melt-spun fibers
��180 �m diameter� of starch blended with poly��-caprolactone�
�PCL� were cut and sintered to make scaffolds of varying porosity.
Fiber bonding was most recently applied to enhance the structural

integrity of electrospun scaffolds. In this study, 0.57–1.35 �m
diameter electrospun PCL fibers were bonded at 55°C in Pluronic
F127, a difunctional block copolymer surfactant composed of
polyoxyethylene-polyoxypropylene copolymers terminating in
primary hydroxyl groups �24�. Fibers bonded at crosspoints while
maintaining fiber diameter and pore area. Scaffold mechanical
properties such as shrinkage, ultimate tensile strength, and burst
pressure improved.

2.2 Electrospinning. Electrospinning is the most widely used
method for fabricating nanofiber nonwoven matrices. While the
method was developed and patented in the early 20th century, it
was largely used for textile and filter creation. Electrospinning
was applied to tissue engineering scaffolds only after it was dem-
onstrated at the end of the 20th century that organic polymers
could be electrospun. Electrospinning occurs by drawing a poly-
mer solution �melt� from a nozzle �spinneret� using a combination
of gravity or mechanical pressure and a high voltage electric field
�10–20 kV�. When the applied electric field surpasses a critical
value, the electrostatic force exceeds surface tension and a poly-
mer jet is ejected from the nozzle. The polymer jet then moves
toward the collecting plate, which can either be static to collect
randomly oriented fibers or rotating to collect aligned fibers. The
polymer strands in the jet separate due to charge repulsion, which
produces fibers of nanometer scale diameter. Fiber morphology is
determined by polymer viscosity, conductivity, surface tension,
molecular weight, flow rate, tip to collector distance, and nozzle
tip design among others �25�. Thermal electrospinning parameters
can help determine polymer properties and, therefore, fiber mor-
phology, and since melt temperatures tend to be low, large and
complex molecules �perhaps even bioactive� can be used. Pore
sizes range from 2 �m to 200 �m, with porosities reaching as
high as 96%. While electrospinning produces a high surface area
scaffold similar to native extracellular matrix, the small pore size
may not be sufficient for cell seeding and infiltration, and me-

Table 1 Advantages and disadvantages of thermal processing methods for tissue engineering scaffolds

Processing method Advantages Disadvantages

Fiber bonding • Fibrous scaffolds are more similar to native
extracellular matrix

• Better mechanical properties than electrospun
or mesh scaffolds
• High porosity

• Still not highly mechanically stable
• Porosity varies greatly with processing parameters
• Limited polymers and solvents available for use

• Solvents may have toxic effects

Electrospinning • Fibrous scaffolds are more similar to native
extracellular matrix

• Nanoscale fibers can be created from synthetic
and natural polymers

• High surface area and porosity

• Low mechanical integrity
• Pore sizes may be too small for cell infiltration and

migration

Emulsion freeze drying • Highly porous with large pore sizes
• Safe for protein and bioactive factor incorporation

into the scaffold

• Pore size can be difficult to control
• Emulsion may need to be stabilized using surfactant

Solvent casting/particulate leaching • Defined pore size, high porosity
• Independent control of pore size and porosity

• Can be used to make porous ceramics

• Scaffold thickness limited to �3 mm
• Nonporous skin layer

• Solvent or residual particles can be toxic
• Hard to control pore shape and interconnectivity

Gas foaming/particulate leaching • No skin layer
• High porosity

• Solvent or residual particles can be toxic
• Hard to control pore shape and interconnectivity

High pressure processing • Does not require solvents so biomolecules
can be incorporated

• Many polymers can be processed
• Relatively uniform pore distribution

• Creates a nonporous surface
• Poor pore interconnectivity

• Pore sizes are generally small
• Long manufacturing time

Thermally induced phase separation • Biomolecules can be incorporated
• Temperature gradients can be used to create

oriented pores

• Solvents can be toxic
• Phase separation mechanism must be tightly controlled

• Solvent extraction can be time-consuming
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chanical integrity tends to be low.
Synthetic polymers were electrospun using polymer dissolved

in a solvent. PLGA, one of the most commonly used biodegrad-
able polymers in tissue engineering, was electrospun at 18 kV
with 20 cm between the needle tip and the static copper collecting
plate. Fibers had diameters ranging from 500 nm to 800 nm. The
scaffold was highly porous, yet had over 300 MPa tensile modulus
and supported fibroblast proliferation �26�. Using similar methods,
PCL was electrospun at 13 kV to produce fibers ranging in diam-
eter from 20 nm to 5 �m, with an average diameter of 400 nm.
Cells migrated into the scaffold and formed mineralized tissue
�similar to bone� within 4 weeks �27�. Additional studies with
electrospun PCL scaffolds suggested that mesenchymal stem cell
differentiation may be directed within these structures �28�. While
PLGA and PCL have been widely used as biodegradable scaf-
folds, Kenawy et al. electrospun nonbiodegradable poly�ethylene-
co-vinyl alcohol� �EVOH�. Fiber size, which ranged from 0.2 �m
to 80 �m, depended on solution concentration. The fibrous mats
supported proliferation of both smooth muscle cells and fibro-
blasts �29�.

In addition to synthetic polymers, many natural polymers have
been electrospun. Fibrinogen, a soluble protein in blood plasma
that plays a key role in wound healing, was electrospun at 22 kV
to create fibers with an average diameter of 80 nm �30�. Dissolved
silk, electrospun at 15 kV, produced circular, smooth fibers that
ranged from 30 nm to 120 nm in diameter �31�. Electrospun col-
lagen and gelatin produced fibers of slightly larger diameter �200–
500 nm�, whereas elastin fibers were several micrometers in di-
ameter �28,32�. Other natural polymers that have been electrospun
include chitin and alginate �33,34�. Each of the electrospun scaf-
folds produced from natural polymers successfully supported cell
attachment, spreading, and/or proliferation �28,31,32�. Li et al.
�35� later electrospun synthetic and natural polymer blends, which
enhanced scaffold mechanical properties while maintaining cell
affinity.

Melt electrospinning eliminates the need for harsh organic sol-
vents in the electrospinning process, which is more environmen-
tally benign and can be used to increase production rate. Zhou et
al. �36� showed that PLA could be melted and then electrospun
and that both nozzle and spinning region temperatures were criti-
cal to fiber size. When spinning temperature was below the glass
transition temperature, fast solidification in the spinning region
led to a larger jet diameter. Both polyethylene glycol �PEG� and
PCL were melt electrospun at temperatures between 60°C and
90°C. Adequate fiber cooling along the path from the nozzle to
the collector was critical to producing continuous constant diam-
eter fibers �37�. While polymer degradation did not occur, even
these relatively low temperatures would prevent most bioactive
factors from being incorporated into fibers during production.
Melt-spun fibers tend to be larger �micrometer size range�, but
adequate solvent evaporation between the nozzle and the collector
is not a problem �38�.

More recently, new electrospinning techniques were developed
to produce functional scaffolds. Electrospun polymers were
aligned in the scaffold by mechanical drawing. Aligned scaffolds
can induce alignment in cells that require a three-dimensional tis-
sue architecture such as smooth muscle cells and cardiac myo-
cytes �39,40�. Sun et al. �41� produced a surface modified nanofi-
ber by spinning an ultrafine core within the shell of another
polymer material. This method could protect bioactive compo-
nents in the core during the scaffold fabrication process. In
multilayer electrospinning, different polymers are sequentially
electrospun, whereas in mixed electrospinning, different polymers
are simultaneously electrospun using separate nozzles �42�. Elec-
trospinning has also been combined with methods to create porous
scaffolds, which are detailed later in this review. Micro- or nano-
sized pores were created within electrospun scaffolds by deposit-
ing salt particles during the electrospinning process. After the
scaffold was created, salt particles were leached out to create a

dual-porosity scaffold �43,44�. Park et al. �45� used a combination
of direct polymer melt deposition and electrospinning to create a
mixed microfiber and nanofiber PCL scaffold. Post-fabrication
surface modification significantly enhanced electrospun scaffold
biological performance, for example, by grafting a cell-specific
ligand or gelatin to the formed scaffold �46,47�.

3 Porous Scaffolds
Highly porous scaffolds are desired in tissue engineering be-

cause a large surface area promotes cell attachment and growth,
and a large porous volume can deliver the required cell mass for
tissue regeneration. Scaffold porosity and pore interconnectivity
are critical for nutrient diffusion and tissue in-growth. In fact, the
optimum pore size for tissue growth varies with tissue type �48�.
Many techniques have been developed to create porous scaffolds,
including emulsion freeze drying, solvent casting, gas foaming,
high pressure processing, and thermally induced phase separation.
Thermal processing parameters can determine the scaffold poros-
ity in these techniques and are therefore important to understand
and control to create the desired three-dimensional tissue engi-
neering scaffold architecture.

3.1 Emulsion Freeze Drying. Emulsion freeze drying creates
highly porous scaffolds with larger pore sizes, which could allow
protein-based bioactive factor incorporation. An emulsion is cre-
ated by homogenization of two immiscible phases: a dispersed
water phase and a continuous polymer-solvent phase. The sample
is then freeze-dried to create a porous scaffold with pore size and
interconnectivity depending on processing parameters. While the
emulsion characteristics are largely determined by polymer weight
percentage, molecular weight, and dispersed phase volume frac-
tion, the freezing temperature and rate must be sufficient to pre-
serve the emulsion structure. Pore sizes ranging from 20 �m to
200 �m can be created with porosities higher than 90%.

Whang et al. �49� first developed emulsion freeze drying for
tissue engineering scaffolds. A polymer-methylene chloride solu-
tion of PLA or PLGA was homogenized with water at various
volume fractions. After homogenization, samples were poured
into a copper mold, placed in a secondary container maintained at
−196°C, and, finally, freeze-dried at −55°C to remove water and
solvent. Increasing polymer volume fraction increased porosity
and pore area, whereas increasing polymer viscosity increased
pore size. Scaffolds with median pore size less than 50 �m
showed improved bone defect healing, perhaps by stabilizing the
injury-induced hematoma and its vital growth factors �50�. Bioac-
tive components, such as bovine serum albumin, were also suc-
cessfully incorporated into scaffolds as a drug delivery model
�51�. The albumin concentration in the water phase during emul-
sion formation heavily affected pore size. For this case, the scaf-
fold was quenched and freeze-dried at 106°C with a slow increase
to room temperature to speed solvent sublimation.

Emulsion freeze drying has recently been expanded. Baker et
al. �52� produced PLGA and PLA scaffolds by emulsion freeze
drying using Span 80, a nonionized detergent, as a surfactant to
stabilize the emulsion. Scaffold pore size ranged from 20 �m to
50 �m, and scaffold mechanical properties varied by a factor of
2. Urinary tract stromal cells showed increased proliferation on
the PCL scaffolds with a modulus similar to a native bladder.
Composite poly�hydroxybutyrate-co-valerate� �PHBV� polymer
and hydroxyapatite �HA� ceramic scaffolds were produced by
emulsion freeze drying �53�. Increasing water percentage in-
creased the scaffold porosity, and the pores ranged from several
micrometers to 300 �m and showed good interconnectivity. The
HA nanoparticles were distributed throughout the scaffold and
adhered well within the scaffold, as long as HA content was kept
below 10%. Composite scaffolds had higher strength, making
them more suitable for hard tissue engineering. In addition to
polymers and polymer-ceramic composites, emulsion freeze dry-
ing was applied to create hydrogels with an interconnected pore
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structure. A mixture of poly�vinyl alcohol� �PVA� and poly�vinyl
pyrrolidone� �PVP� was added to a PLGA emulsion and stirred to
create a homogeneous distribution of PLGA microparticles in the
PVA-PVP hydrogel. The composite was exposed to six freezing
cycles and then submerged in water to remove solvents. The final
hydrogel had mechanical properties similar to native cartilage,
and encapsulated PLGA microparticles could be used for drug
release and to enhance scaffold porosity as they degraded �54�.

3.2 Solvent Casting/Particulate Leaching. Solvent casting/
particulate leaching can be used to create scaffolds of defined pore
size. A polymer is cast with either mineral or organic particles
dispersed in the solution. The solvent is evaporated out, some-
times by freeze drying, and the particles are dissolved or leached
out to create a porous matrix. While this method is generally used
for polymers, porous ceramic materials can also be produced us-
ing either salt or polymeric particles as porogens �10�. The scaf-
fold pore size and porosity can be modulated independently by
changing particulate diameter and concentration, respectively.
Pore sizes range from 100 �m to 600 �m with porosities greater
than 90%. However, this method can only produce thin mem-
branes �up to 3 mm thick� with a dense surface skin layer, and the
pore shape and interconnectivity can be difficult to control �9�.
Any residual particulates may impact cell viability. Thermal pro-
cessing parameters come into play in these scaffolds in determin-
ing the polymer form �amorphous or semicrystalline�. Particulate
leaching can also be combined with thermal fabrication methods,
such as melt extrusion, and particulates can be sintered together to
create interconnected pores in the final scaffold.

Mikos et al. �55� developed the solvent casting/particulate
leaching method in the early 1990s. PLLA was dissolved in a
solvent with sodium chloride, sodium tartrate, or sodium citrate
particles of various sizes. After the solvent evaporated, samples
were heated to 195°C �15°C above the PLLA melting tempera-
ture� to remove polymer crystallites. The melted PLLA mem-
branes were either annealed �slowly cooled� or quenched in liquid
nitrogen �rapidly cooled� to produce semicrystalline or amorphous
membranes, respectively. Membranes produced without heat treat-
ment were semicrystalline. Sodium particles were finally leached
out with water. Polymer with 70–90 wt % salt produced homo-
geneous membranes with interconnected pores. While porosity
was independent of salt type, porosity did increase with salt
weight fraction and median pore diameter increased with salt par-
ticle size. Since membrane thickness was generally only several
millimeters, the membranes were laminated together chemically
or by annealing to form shaped three-dimensional scaffolds
�56,57�. Solvent casting/particulate leaching has been used with a
variety of other polymers, including PLGA, PCL, and PLGA-PEG
blends, as well as other porogens, including sugar, gelatin, and
paraffin �58–63�.

The solvent casting/particulate leaching method was modified
to promote cell adhesion, create composites, increase pore inter-
connectivity, remove the nonporous skin, and build three-
dimensional scaffolds. Ultrathin �3–7 �m thick� PCL films were
prepared by combining solvent casting/particulate leaching with
biaxial stretching. Collagen was immobilized on the PCL surface
using carbodiimide chemistry. The collagen-modified surfaces
were more hydrophilic and showed improved cell attachment and
proliferation �59�. A nanocomposite of hydroxyapatite nanopar-
ticles in PLGA with sucrose as the porogen was created to en-
hance scaffold mechanical and chemical properties for bone for-
mation �64�. Pore interconnectivity was improved by fusing salt
particles together via a 95% humidity treatment prior to adding
the polymer �65�. Paraffin spheres were similarly used as the po-
rogen with a heated step to fuse adjacent spheres �66�. A scaffold
with spherical interconnected pores was created by spherolizing
salt or sugar particles by pouring crystals through a temperature
controlled flame. The particles were compressed in a mold, a
polymer solution was cast in the mold, and the particles were
removed with water after the polymer solidified �61,67�. Mem-

branes without skin were created by packing the polymer/salt so-
lution into syringes, drying to remove the solvent, and cutting the
rigid polymer/salt structure into slices �68�. Solvent casting/
particulate leaching can also be combined with other fabrication
methods to improve scaffold porosity. Widmer et al. �69� com-
bined solvent casting with extrusion to create porous tubular con-
duits. Either PLLA or PLGA was solvent cast with salt, and the
composite wafers were then heated to 200–275°C and extruded
at 10 mm/s. The high extrusion temperature did not change poros-
ity, but it did decrease pore diameter. This may be related to
decreased polymer viscosity at high temperature, allowing greater
polymer penetration into the gaps surrounding the salt particles.

3.3 Gas Foaming/Particulate Leaching. Gas foaming/
particulate leaching is similar to solvent casting/particulate leach-
ing; however, an effervescent salt is used as the porogen. The
effervescent salt produces gas as it is leached out of the polymer,
creating 100–500 �m pores with high interconnectivity. The pro-
cess is quick, and the fabricated scaffolds do not have a skin layer,
as occurs with solvent casting. Porosity �greater than 90%� and
mechanical stretch can be controlled by adjusting the gas evolu-
tion reaction. Both polymer and ceramic scaffolds can be formed
using this method with some variations. Thermal processing pa-
rameters are important for the particulate effervescence, which
depends on both solvent and temperature.

To create a porous polymer scaffold using gas foaming/
particulate leaching, Nam et al. �70� mixed PLLA with ammo-
nium bicarbonate and cast the polymer mixture in a mold. Gas
foaming was achieved either by drying the sample under vacuum
or by immersing it in 90°C water. Ammonium bicarbonate then
evolved into ammonia and carbon dioxide gas. While the vacuum
method produced 200–300 �m interconnected pores, there was
also a dense skin layer. The water method produced pores ranging
from 200 �m to 500 �m with no skin layer. Scaffolds were suc-
cessfully seeded with hepatocytes. In later work, it was shown in
a PLGA polymer that porosity could be controlled by varying
citric acid concentration in the water �71�. These scaffolds were
modified to promote chondrocyte adhesion, either with hyaluronic
acid or acrylic acid �72,73�. Porous microspheres, which could be
used to directly inject a cell suspension into the body, were cre-
ated by emulsifying PLGA with ammonium bicarbonate �74�.

In addition to polymers, gas foaming/particulate leaching was
used for ceramics. A tricalcium phosphate cement paste was
mixed with an aqueous hydrogen peroxide solution, poured into a
mold, and maintained at 60°C for 2 h. At this temperature, hy-
drogen peroxide decomposed into water and oxygen gas, which
produce the foaming. Porosity and pore size could be controlled
by varying hydrogen peroxide concentration. This provided a low
processing temperature method to create bioactive ceramic scaf-
folds with an interconnected macroporous structure �75�. An in-
jectable, biodegradable foaming polymer was also created for use
in orthopedic applications such as injection into vertebrae. Poly-
�propylene fumarate� �PPF� with dry carbonate salts �NaHCO3 or
CaCO3� was mixed with concentrated citric acid and injected into
a Teflon mold. Foaming occurred almost immediately after citric
acid addition through carbon dioxide gas generation and the in-
jectable scaffold increased roughly threefold in volume �76�.

3.4 High Pressure Processing. High pressure processing,
also known as supercritical fluid technology, is similar to gas
foaming in that it forms scaffold pores by expanding gas bubbles.
However, in high pressure processing, a gas such as carbon diox-
ide is applied to a dry polymer at high pressure until the polymer
is saturated in the supercritical fluid. Pressure is then rapidly re-
duced to create thermodynamic instability of the dissolved gas.
Bubble nucleation and growth generate pores within the polymer
matrix �11�. Most importantly, gas saturation suppresses the poly-
mer glass transition temperature. As the supercritical fluid leaves
the polymer, the polymer glass transition temperature increases.
When the glass transition temperature is higher than the foaming
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temperature, the porous scaffold structure is set. Thus, the driving
force for bubble growth is still transition temperature, but this is
controlled by varying glass transition temperature via gas pressure
rather than by polymer heating. High pressure processing does not
use harsh organic solvents nor does it include a heating phase, so
biomolecules can be incorporated during scaffold fabrication. A
wide range of polymers can be foamed, and the porous structure is
relatively uniform since the gas is homogeneously dissolved in the
polymer. Pore sizes are typically less than 100 �m, but new
methods have created pores up to 350 �m with porosities as high
as 93%. The method can be limited by insufficient pore intercon-
nectivity, a nonporous surface layer, as well as the long manufac-
turing time required to equilibrate the polymer in the high pres-
sure gas �9�. Thermal process parameters determine polymer-gas
saturation and pore morphology, and high pressure processing can
be combined with other thermal processing techniques such as
melt extrusion.

Goel and Beckman �77� generated micropores in poly�methyl
methacrylate� �PMMA� by saturating the polymer with carbon
dioxide at 25–35 MPa for 24 h. The polymer was rapidly
quenched to atmospheric pressure over several minutes and
cooled to room temperature. Carbon dioxide is known to be a
plasticizer for amorphous polymers, such as PMMA, and the
PMMA glass transition temperature drops to nearly room tem-
perature at 12–15 wt % carbon dioxide. Changing the saturation
temperature between 40°C and 80°C had nearly no effect on the
scaffold porous structure. Porosity did increase with carbon diox-
ide pressure and saturation time. However, these structures had a
microcellular core surrounded by a nonporous skin and pores
were not well interconnected �78,79�. Gas molecules near the
sample edge may have diffused out faster than they could join
bubble nuclei. This created a depletion surface layer where gas
concentration was too low to achieve bubble nucleation and pore
growth. Since these initial studies, porous scaffolds have been
created by high pressure processing from polymers such as
PLGA, PCL, PLA, and fibrous polymer blends �79–81�.

High pressure processing parameters help determine scaffold
morphology. The efficacy of different gases as supercritical fluids
was compared, including carbon dioxide, nitrogen, and helium.
Carbon dioxide proved to be the most effective agent, perhaps due
to interaction between carbon dioxide and polymer carbonyl
groups �82�. Barry et al. �83� created 85% porous scaffolds with
interconnected pores by altering carbon dioxide venting rate using
a backpressure regulator. A 30 s venting time resulted in a pore
size around 100 �m, a 15 min venting time resulted in a pore size
around 350 �m, and a 60 min venting time created a mix of very
large and smaller pores. The longer vent rates allowed nucleation
sites to grow into pores while also coalescing pores to increase
pore size and interconnectivity. Cooling temperature during de-
pressurization also changed pore morphology. Temperature was
increased along with pressure in the saturation phase, which sig-
nificantly decreased saturation time and enhanced carbon dioxide
solubility in the polymer. During foaming, both depressurization
and cooling rates were controlled since pressure and temperature
decreased together. The temperature decrease increases polymer
viscosity and solidifies the scaffold. Rapid cooling may fix small
closed pores, whereas slow cooling may collapse the structure
since it does not freeze �84�.

Particulate leaching has been combined with high pressure pro-
cessing to alleviate the nonporous exterior skin and improve pore
interconnectivity. Salt or gelatin microparticles were added to the
polymer solution and then removed with water after high pressure
processing �85�. Scaffolds produced using this combination ap-
proach proved stronger than scaffolds fabricated using solvent
casting/particulate leaching �86�. An inverse high pressure pro-
cessing technique was used along with the water soluble polymer
poly�ethylene oxide� �PEO� as the porogen. Aronin et al. �87�
extruded 50:50 PCL/PEO blends at 100°C and then decreased
pressure to 10–20 mm Hg to nucleate and grow gas bubbles. The

scaffold was cooled and agitated in water to leach out PEO. This
foaming process increased scaffold pore size and improved pore
size distribution when compared with annealing alone. Finally, the
high pressure gas itself can leach unwanted components from fab-
ricated tissue engineering scaffolds. Supercritical carbon dioxide
was shown to extract residual unreacted monomer and initiator
from scaffolds made by the rapid prototyping technique laser ste-
reolithography, which increased cell attachment and proliferation
�88�.

Since high pressure processing is free of harsh solvents and
heating, this method has been used to create bioactive scaffolds.
Bone morphogenic protein-2 was adsorbed onto PLA powder, or
vascular endothelial growth factor onto PCL, both of which were
then foamed using supercritical carbon dioxide �89,90�. Function-
alized scaffolds showed improved induction of promyoblast cells
into an osteogenic cell line and increased angiogenesis, showing
that the bioactive proteins retained their function throughout the
processing. High pressure gases can also be used to functionalize
scaffolds after they have been formed. Chitosan scaffolds pre-
pared by freeze drying were impregnated with dexamethasone,
which directs stem cell differentiation toward an osteogenic line,
at pressures from 8 MPa to 14 MPa and temperatures from 35°C
to 55°C. Maximum drug loading was achieved at the lowest tem-
perature and pressures but at the highest exposure time �91�. In
contrast, when high pressure carbon dioxide was used to enhance
lysozyme adsorption onto PLGA scaffolds, increasing pressure
also increased protein in the scaffold �92�. For bone tissue engi-
neering, polymer scaffolds of PLA or PLGA were mixed with
hydroxyapatite, �-tricalcium phosphate, or phosphate glass to cre-
ate composites. After high pressure processing, with or without
salt particulate leaching, these composite scaffolds showed good
ceramic material incorporation, enhanced cell differentiation to-
ward an osteoblastic line, and improved bone regeneration
�93–95�.

Recently, acoustic techniques were used both to create and
monitor porous scaffolds made by high pressure processing. Wang
and Li �96� used ultrasound to assist in foaming PMMA with
carbon dioxide. After gas was dissolved in the polymer at high
pressure, the material was treated with high intensity focused ul-
trasound. The heating and implosion from the ultrasound made the
polymer-gas mixture thermodynamically unstable, allowing pore
nucleation and growth. The porosity and pore size could be con-
trolled through ultrasound scanning speed, power, and gas concen-
tration. An ultrasonic pulse-echo reflectometer was also used for
noninvasive monitoring of supercritical scaffold fabrication.
Acoustic impedance changes suggested different foaming rates
�97�. These methods may allow for better control and nondestruc-
tive monitoring of high pressure scaffold fabrication.

3.5 Thermally Induced Phase Separation. Thermally in-
duced phase separation is based on thermodynamic demixing of a
polymer-solvent solution into a polymer-rich phase and polymer-
poor phase. The polymer is dissolved in a solvent, such as diox-
ane, dimethyl sulfoxide, or molten naphthalene. The temperature
is reduced below the bimodal solubility curve to induce phase
separation, and then the solidified solvent-rich phase is removed
by sublimation or freeze drying to leave a porous polymer scaf-
fold. This method produces scaffolds with either microporous
�1–10 �m� or macroporous �greater than 100 �m� structures
with varying degree of interconnectivity. The porosity �up to 90%�
and pore morphology can be tuned by adjusting thermodynamic
parameters. In particular, solid-liquid phase separation and liquid-
liquid phase separation produce different scaffold morphologies,
as does whether the phase separation mechanism is binodal de-
mixing or spinodal decomposition. Bioactive molecules can also
be included in the scaffold without decreased activity since the
fabrication environment does not contain harsh chemical or ther-
mal conditions.

A porous PLLA scaffold was prepared by dissolving polymer in
molten naphthalene �80°C�, rapidly quenching the material on a
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25°C mold, and then removing the naphthalene by sublimation.
The resulting porous scaffold had relatively uniform open pores
with less than 0.2 wt % naphthalene remaining in the polymer.
The PLLA foams supported cell growth equally well as unproc-
essed PLLA �98�. poly�ester urethane� urea �PEUU� and PLGA
porous scaffolds were created with dimethyl sulfoxide and diox-
ane as solvents. Lower quenching temperature produced smaller
size pores, and a temperature gradient could be used to orient the
pores �99–101�.

Several studies examined the importance of process parameters
on scaffold structure. Schugens et al. �102� looked in particular at
solid-liquid phase separation versus liquid-liquid phase separa-
tion. PLA was dissolved in dioxane �solid-liquid� or 87:13 diox-
ane:water mixture �liquid-liquid�. The polymer solution was rap-
idly immersed in liquid nitrogen �−196°C� or a dry ice bath
�−78°C or −20°C� for 2 h then warmed to 0°C and connected to
a vacuum line to completely sublimate the dioxane. For solid-
liquid phase separation, channels formed in the scaffold with pore
diameter of 100 �m and oriented in the cooling direction due to
solvent crystallization forward progress. Lower quenching tem-
peratures produced lower porosity scaffolds. When water was
added to dioxane to induce liquid-liquid phase separation, isotro-
pic interconnected pores formed in the scaffold �103�. Similar
oriented versus isotropic pores were observed with solid-liquid
and liquid-liquid phase separation in PLLA and PLGA �104�. In
these studies, a surfactant �Pluronic� was also shown to increase
pore size. Scaffold morphological variations could be exploited
for different tissue applications, such as using tubes for directed
nerve regeneration.

While pore morphology in solid-liquid phase separation is a
function of solvent crystallization, pore morphology in liquid-
liquid phase separation is a function of the polymer thermody-
namic state prior to quenching �104�. If the polymer state lies in
the metastable region between the binodal and spinodal phase
diagram curves, binodal demixing occurs. Binodal demixing is
dominated by pore nucleation and growth, which only occurs
when there is a large composition change from the mixture aver-
age. The scaffold, therefore, has a poorly interconnected beadlike
structure. If the polymer state is in the unstable region below the
spinodal curve, spinodal decomposition occurs. In spinodal de-
composition, phase separation occurs near the mixed phase com-
position. This results in a scaffold with well-interconnected open
pores. Polymer concentration may change the phase separation
mechanism, and temperature and time of phase separation affect
porosity and pore size �103,105�. While the final freeze drying
step is needed for solvent removal without loss of porous struc-
ture, freeze drying is time-consuming and may result in a nonpo-
rous surface skin. By immersing the frozen polymer in a −20°C
ethanol solution instead of freeze drying, solvent was extracted in
a timely manner with improved porosity throughout the scaffold
�106�.

Polymer-ceramic composites were successfully formed by ther-
mally induced phase separation. Zhang and Ma �107� created
PLLA and PLGA scaffolds with hydroxyapatite using dioxane as
the solvent for solid-liquid phase separation. Hydroxyapatite dis-
turbed solvent crystallization, making irregular crystals that de-
creased porosity and formed isotropic pores instead of channels.
However, composite scaffolds had improved mechanical proper-
ties. Solid-liquid and liquid-liquid phase separations were com-
pared in polymer-hydroxyapatite scaffolds. Liquid-liquid phase
separation decreased average pore size from 100 �m to 10 �m
and a random pore structure was formed with fibrous wall texture
�108�. A chitosan-alginate scaffold was created with water as the
solvent. Natural materials have desirable cell interactions and bio-
active proteins could be incorporated since processing parameters
were not harsh �109�. In contrast, when alkaline phosphatase was
incorporated into a scaffold prepared with dioxane and lower
phase separation temperatures, 30% of its bioactivity was lost
�98�.

Thermally induced phase separation was combined with other
methods to improve scaffold properties. Paraffin microspheres,
pressed and heated together to form a mold, were used as a poro-
gen for PLLA or gelatin scaffolds �110,111�. Shaped scaffolds
were created by thermally induced phase separation in negative
molds made by solid freeform fabrication �112�. Thus, shaped
features could be created on multiple size scales. Ao et al. �113�
combined two thermally induced phase separation processes to
create hollow nerve conduits filled with biodegradable matrix. A
chitosan hollow tube was initially made using a tube shaped mold.
The chitosan tube was then filled with a chitosan-acetic acid so-
lution and directionally frozen to produce oriented tubes.

4 Conclusions
While many of the fundamental techniques to make fibrous and

porous scaffolds have existed for a long time, these techniques are
continuously being improved to create finer control over scaffold
properties. Thermal processing parameters are integral to many of
these methods and are particularly important since cells and bio-
active molecules have limited resistance to higher temperatures.
Tissue engineers continue to learn how different cell types re-
spond to varied scaffold morphology; therefore, new fabrication
methods are needed to create and control scaffold architecture.
Three-dimensional and rapid prototyping techniques show prom-
ise with controlling shape on the macroscale, but more advanced
techniques are needed to control nanoscale cell-scaffold interac-
tions �17,114�. Furthermore, thermal processing is critical to the
relatively unexplored field of tissue engineered structure storage.
As suggested by the MATES Interagency Working Group, the
future success of tissue engineering will require integrated col-
laborative efforts across the spectrum of disciplines.
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Nanostructured one dimensional titanium oxides such as nano-
tubes and nanowires have raised interest lately due to their unique
electronic and optical properties. These materials also have
shown significant potential as biomaterials because of their ability
to modulate protein and cellular interactions. In this review, syn-
thesis and modification of titania nanotubes have been discussed
with emphasis on electrochemical synthesis and wet chemical syn-
thesis and their heat treatment of resulting titania nanotubes. The
biomedical applications of titania nanotubes were subsequently
discussed in detail with a focus on osseointegration. The areas
discussed are cell responses to titania nanotubes, effects of titania
nanotubes on stem cell proliferation and differentiation, titania
nanotubes as drug delivery vehicles, surface modification of tita-
nia nanotubes, and in vivo studies using titania nanotubes. It is
concluded that the in vitro and in vivo study clearly demonstrates
the efficacy of titania nanotube in enhancing osseointegration of
orthopedic implants and much of the future work is expected to
focus on improving implant functions by modulating the physical
and chemical properties of the nanotubes and by locally deliver-
ing bioactive molecules in a sustained manner.
�DOI: 10.1115/1.4002465�

Keywords: titania nanotube, osseointegration, electrochemical
synthesis, wet chemical synthesis

1 Introduction
The advancements in nanobiotechnology are revolutionizing

our capability to understand biological intricacies and resolve bio-
logical and medical problems by developing subtle biomimetic
techniques. Studies have shown that by mimicking the complex
hierarchal architecture and functions of natural tissue, ideal tissue
substitutes can be engineered �1�.

In the native setting, the organization of cells and hence the
properties of the tissues are found to be highly dependent on the
architecture of the extracellular matrix �ECM�, which has a com-
plex hierarchical structure with spatial and temporal levels of or-
ganization that span several orders of magnitude �nanometer to
centimeter scale�. Tissue engineers attempt to develop tissue sub-
stitutes that can sustain the functionality during regeneration and
eventually integrate into the host tissue �1�. Engineered tissue can
be developed either in vivo by stimulating the body’s regenerating
ability using biomaterials, cells, and growth factors or ex vivo by
culturing cells on suitable biomaterials with/without bioactive fac-
tors.

Early attempts during the latter half of the 20th century were
focused on identifying the most appropriate materials and fabrica-
tion techniques to develop porous structures to grow cells in three
dimensions for tissue organization �2�. Along with the develop-
ments in biomaterial design, synthesis, and fabrication, significant
strides have been made in identifying appropriate cell sources
including stem cells and the effect of various biological factors on
cellular behavior and tissue organization. Even though many of
these biomaterial structures showed close resemblances to the
macroscopic properties of native tissue, they are far less than op-
timal to be used for regenerating tissues in an ideal and reproduc-
ible manner. In short, most of the current macro- or microfabrica-
tion techniques are unable to create sophisticated structures that
could mimic the subtleties of the ECM. Recent paradigm shifts
from these fabrication techniques to nanoscience enabled tech-
niques have significantly enhanced our ability to design and de-
velop better biomimetic structures �2�. Ample evidence now ex-
ists, which show that the nanoscale topography of the biomaterials
is a critical role in modulating cell responses �2�. The unique
feature of the nanotechnological approach is that it enables the
consideration of spatial and temporal levels of organization,
thereby forming an excellent technique to develop biomimetic hi-
erarchical structures.

The importance of nanostructures as biomimetic scaffolds for
bone regeneration arises from the structure of bone itself. Bone
can be considered as a nanostructured composite matrix with an
organic phase composed mainly of proteins and an inorganic
phase composed of calcium phosphate mineral. The nanostructure
of the bone arises from these building blocks: the major protein in
bone is type-I collagen ��90%�, a linear molecule 300 nm in
length and 0.5 nm in diameter; the inorganic phase is composed of
hydroxyapatite crystals, the thickness and length of which can
range from 2–5 nm and 20–80 nm, respectively �3�. This unique
nanostructure of the bone led to the hypothesis that osteoblast and
osteoclast cell responses can be favorably modulated by scaffold
surface nanofeatures.

Several biomimetic nanostructured scaffolds have been devel-
oped from biodegradable polymers or composites for bone tissue
engineering applications. The most extensively studied structure
includes nanofibers developed by the process of electrospinning
and self-assembly. The techniques to develop these nanostructures
and their potential in modulating the cell response have been re-
viewed �4�.

These recent developments have significantly influenced the
field of orthopedic and dental implant science, which mainly uses
nondegradable metallic load bearing scaffolds for bone replacing/
contacting applications. Titanium and its alloys have long been
recognized as an ideal orthopedic implant material due to their
osteocompatibility and bone bonding ability. The ultimate goal of
these orthopedic implants is to obtain a life-long secure anchoring
of the implant in the native surrounding bone. This calls for sig-
nificant osseointegration, which requires the ability of the implant
surface to control cell behavior �including osteoblast, osteoclast,
and stem cells� in a manner that mimics active cell sensing and
remodeling of tissue in vivo. Several crucial challenges still exist
to develop completely osseointegrated implants that guarantee
long term performance. Recent statistics show that approximately
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20% of the hip replacement surgeries performed annually is rever-
sion surgeries �5�. The less than optimal clinical performance of
these implants has been attributed to the poor osseointegration
leading to aseptic loosening of the implant, fibrous tissue forma-
tion at the implant-bone interface, micromotion at the bone-
implant interface, and wear debris formation �6�. Implant surface
that can promote early implant-bone integration by enhancing os-
teoblast performance to facilitate bone formation at the interface
and thereby allowing a continuous transition from the tissue to
implant surface is critical to achieve osseointegration.

A wide range of surface modification approaches has been in-
vestigated to improve the osseointegration of titanium based or-
thopedic implants �7�. These include machining, grinding, polish-
ing, and blasting, chemical methods such as acid and alkali
etching and anodization, and biological methods involve coating
the surface with various bioactive materials and molecules �8�.
The most extensively investigated biological method includes cal-
cium phosphate or hydroxyapatite coating of the implant surface.
Despite the proven efficacy of calcium phosphate coatings, the
large variability in the biological response of the coating processes
is still a major concern �9�. Other biological modifications include
coating the implant surface with various bioactive molecules such
as proteins, enzymes, and peptides �10�.

The developments in nano-/microtechnologies led to a renewed
increase in using implant surface nano-/microfeatures for favor-
ably modulating osseointegration. For example, a recent study in-
dicated a 20–30% increase in osteoblast adhesion on nanograined
sintered ceramics on alumina or titania large grain size ceramics
�11�. Due to the high osteocompatibility of titania, a variety of
titania nanostructures are currently been developed as potential
nanostructures to modify implant surface for better osseointegra-
tion.

The purpose of this review is to consider the recent literature in
terms of the altered osseointegration in response to titania
nanotubes—a unique nanostructure currently being evaluated for
orthopedic and dental applications. Specifically, the effects of the
synthesis parameters on the structure of the nanotubes including
the crystallinity, length, and diameter of the titania nanotubes,
their ability to modulate cellular responses, and in vivo osseoin-
tegration have been discussed.

2 Titania Nanotubes
Nanostructured one dimensional titanium oxides such as nano-

tubes and nanowires have raised interest lately due to their unique
electronic and optical properties. Apart from their applications in
the fields of solar cells, photocatalysis, photoelectrolysis, and sen-
sors, these nanomaterials have shown significant potential as bio-
materials due to their ability to modulate protein and cellular in-
teractions �12�.

2.1 Synthesis and Modification of Titania Nanotubes. Sev-
eral methods are currently been investigated to fabricate titania
nanotubes including the assisted-template method �13�, the sol-gel
method �14�, the electrochemical anodic oxidation method
�15–17�, and hydrothermal treatment �18–21�.

For assisted-template method, aluminum oxide nanoporous
membrane with uniform diameter and length is usually used as a
template. By using different templates, the scale of the titania
nanotubes can be controlled. However, this method has the disad-
vantage that impurities cannot be completely removed �13�.

In the sol-gel method, sol-gel-derived fine TiO2-based powders
were treated chemically �e.g., for 20 h at 110°C� with a 5–10M
NaOH aqueous solution. As a result, needle-shaped TiO2 crystals
�anatase phase� with a diameter of �8 nm and a length of �100
nm were obtained �14�. Transmission electron microgram con-
firmed that this needle-shaped product has a tube structure with a
large specific surface area of 400 m2 g−1 �14�.

The electrochemical anodic oxidation method is capable of gen-
erating highly ordered nanotube arrays and the dimensions of the

nanotube can be precisely controlled �15–17�. Electrolyte compo-
sition being used in this method plays a critical role in determin-
ing the nanotube nanoarchitecture. Electrolyte composition and its
pH determine both the rate of nanotube formation and the rate at
which the resultant oxide is dissolved.

Regarding hydrothermal treatment method, it is capable of fab-
ricating titania nanotubes with good crystallinity and pure phase
structure �18–21�. Although there is still debate on crystal struc-
ture of TiO2-based nanotube, the chemical composition of
NaxH2−xTi3O7 and NaxH2−xTi2O4�OH� groups were more accept-
able than other structures. Fabrication factors, such as applied
temperature, treatment time, the type of alkali solution, and the Ti
precursor, are considered as the predominant factors in titania
nanotube fabrication in hydrothermal treatment. More detailed in-
formation on electrochemical synthesis and hydrothermal treat-
ment and their heat treatment will be given in the subsequent
sections.

2.1.1 Electrochemical Synthesis and Heat Treatment of Tita-
nia Nanotubes

2.1.1.1 Electrochemical synthesis of titania nanotubes. Exten-
sive research has gone into developing titania nanotubes of vari-
ous structures and crystallinity. One of the most extensively in-
vestigated fabrication methods to form titania nanotube arrays is
the electrochemical anodization method. Anodization is a com-
monly used surface modification technique to produce protective
oxide layers on metals such as titanium. Anodization has also
been used to create biocompatible microporous titanium oxide
coatings on implant surface for orthopedic and dental applica-
tions. Recent studies demonstrate the feasibility of achieving or-
dered titania nanotube layers with controlled diameters by anod-
ization of titanium in adequate electrolytes �22�. This combined
with a hydrothermal treatment can be used to deposit hydroxya-
patite on titanium surfaces to improve osseointegration �23�.

High-quality nanotubular TiO2 arrays can be prepared by elec-
trochemical anodization of titanium sheets or films. Controlling
electrochemical oxidation versus electrochemical etching of the
oxide allows for the formation of nanotubes �24�. The advantages
of this approach versus other methods of titania nanostructure
synthesis are that nanotubes can be formed by electrochemical
anodization over relatively large areas using samples of a variety
of shapes, and the morphology of the nanotubes can be controlled
through the electrolyte chemistry, voltage, and stirring. Electro-
lytes include aqueous acidic �25� and neutral fluoride solutions
�26�, as well as organic solutions �27,28�. Organic electrolytes
may perhaps be ideal for biomedical applications, since they per-
mit the growth of longer tubes up to several microns, the close
control of wall thickness and the ability to control adhesion
among tubes. Figure 1 shows some examples of nanotubes syn-
thesized within our laboratories.

2.1.1.2 Heat treatment of titania nanotubes prepared by elec-
trochemical synthesis. The as-synthesized nanotubes are amor-
phous, and annealing is required in order to crystallize them. Heat
treatment has been shown to affect the crystalline structure of the
resulting titania nanotube. Anatase or rutile structures can be ob-
tained by tuning the annealing temperatures. Varghese et al. �16�
investigated the stability of the titania nanotube arrays at different
temperatures in dry oxygen as well as dry and humid argon envi-
ronment. The study has shown that regardless of the ambient, the
titania nanotubes crystallized in the anatase phase at about 280°C
�16�. The anatase phase crystallinities formed in the tube walls can
be transformed completely to rutile phase at 570°C in humid
argon and at 620°C in a dry environment �16�. Other than the
crystallinity, the annealing temperature has also shown to affect
nanotube wall thickness and inner diameter. In the same study, it
was found that when annealed in dry argon at 580°C for 3 h, the
average inner diameter and the wall thickness varied by 10% and
20%. Mor et al. �29� reported the synthesis of highly ordered
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titania nanotube arrays by anodization of titanium thin film and
found that only anatase phase can be obtained upon annealing at
500°C. However, it has been reported that nanotubes with both
rutile and anatase phases can be created on films with a metal
layer underneath the nanotubes and annealed above 430°C in an
oxygen environment �29�. Apart from these, the anodization bath
temperature has been shown to have significant effects on the wall
thickness and length of the fabricated titania nanotubes �30�. Re-
cently, a technique has been developed to produce crystalline
nanotubes by anodization at 80–120°C, avoiding the postsynthe-
sis annealing, which is claimed to degrade charge transport
through the sample substrate �31�.

These studies also show that the heat treatment has significant
effects on modulating the properties of titania nanotubes and par-
ticularly has effects on controlling the crystallinity, length, and
wall thickness of the tubes �16,29,30�.

2.1.2 Wet Chemical Synthesis and Heat Treatment of Titania
Nanotubes

2.1.2.1 Wet chemical synthesis of titania nanotubes. Hydro-
thermal synthesis of nanotubular titania occurs due to the forma-
tion of nanosheets with an increasing tendency of curling, by the
reaction between sodium hydroxide and TiO2 at temperatures be-
tween 100°C and 300°C �18�. This method has been applied to
grow nanotubes of diameter down to 8 nm with various crystal
structures, such as tetragonal anatase, as well as monoclinic and
orthorhombic phases of sodium and hydro-titanate phases. While
the nanotubes formed by the hydrothermal method are of ex-
tremely small size and a diverse range of modifications can be
easily achieved, the chief disadvantages include the requirement
for long reaction times, the need for sodium hydroxide, which can
lead to excessive intercalation, and that the obtained nanotubes are
in powder form of random alignment �32�.

2.1.3 Heat Treatment of Titania Nanotubes Prepared by Wet
Chemical Synthesis. The heat treatment process can influence not
only the synthesis of titania nanotube but also the crystallization
after synthesis. The morphology, size, and other properties of
nanotube TiO2 formed by the wet chemical method are highly
dependent on the temperature, treatment time, the type of alkali
solution, and the titanium precursor used during hydrothermal
treatment. For instance, studies have established that the amount
and length of nanotube TiO2 gradually increases with applied tem-

peratures �100–200°C�, with the synthesis at 150°C giving TiO2
nanotube of the largest specific surface area and internal nanotube
diameter �33�. Poudel et al. �34� reported hydrothermal synthesis
of titania nanotube with an outside diameter of 9 nm, wall thick-
ness of about 2.5 nm, and length of about 600 nm and found that
the anatase phase is stable for up to 700°C and the rutile phase
starts to crystallize at 800°C. The annealing temperature has also
shown to affect the morphology and chemical composition of the
nanotubes. Thus, the morphology changed from nanotube to nano-
wire at the annealing temperature of 650°C �34�. If sodium im-
purities are present, sodium titanate are formed above 600°C
�34�. Yoshida et al. investigated the effects of heat treatment on
titania nanotube structure fabricated by the hydrothermal method
in NaOH, and it was found that the nanotubes are stable below
300°C and around 350°C some nanotubes begin to break into
particles of anatase phase, while other nanotubes remain as nano-
tubes in the presence of excess sodium. This implies that the re-
sidual sodium can stabilize the nanostructure. However, at higher
temperatures, the particles changed into rutile phase and solid
nanorods of Na2Ti6O13 were formed �35�. Other than the crystal-
linity, the heat treatment of titania nanotubes also affects other
properties, such as the pore volume, and the surface area. Tsai and
Teng �36� demonstrated that the surface area of the nanotube in-
creases with the treatment temperature and then decreases with a
further temperature increase. The maximum pore volume and sur-
face area for the nanotube TiO2 occurred at 130°C �37�. Yu et al.
�37� reported that the high pore volume and specific surface area
of titania nanotube surfaces can be maintained until 600°C, while
the pore size of the nanotubes increases to 44.8 nm at 700°C and
then decreases to 8.2 nm at 800°C. This has been attributed to the
collapse of the nanostructure at higher calcinations temperatures
�37�. Further attempts were also made to optimize the crystalliza-
tion process of the nanotubes using an 86% filling fraction and a
0.1N hydrochloric acid wash �35�. The shape of the nanostructures
is determined by a variety of factors including sodium hydroxide
�NaOH� concentration �which affects sodium intercalation�, tem-
perature, and the type of precursors used to synthesize the titania.
For instance, nanofiber titania composed of the H2Ti3O7 phase
was obtained when amorphous. TiO2 was used as the precursor,
whereas nanoribbons assigned to the H2Ti5O11�H2O� phase oc-
curred at the NaOH concentration of 5–15N under the tempera-
ture range 180–250°C, and nanowires assigned to the K2Ti8O7

Fig. 1 Titania nanotube structures synthesized in our laboratory. Left: top view of a sample anodized in 1M H2SO4
+0.15M HF at 20 V; center: bottom/side view of a sample anodized in 0.5% NH4F in glycol ethylene at 30 V; right: top view
close up of the sample at center.
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phase formed with KOH or LiOH treatments �38�. Following hy-
drothermal synthesis, thermal post-treatments above 600°C were
usually required to form crystalline titania nanostructures �39�.
Given the ease of formation of a diverse group of sub-10 nm
titania nanostructures by hydrothermal treatments, more system-
atic studies on correlating synthesis and treatment conditions to
formation and functionality are necessary to enable their applica-
tions within biomedicine.

2.2 Biomedical Applications of Titania Nanotubes. While a
majority of the research involving titania nanotubes has been to-
ward their applications with dye-sensitized solar or photoelectro-
chemical cells, recent studies suggest their possible biomedical
applications. The feasibility of developing biocompatible ordered
titania layers with well controllable sizes in the nanometer range
makes them potential substrates for studying cell responses to
nanoscale features.

2.2.1 Cell Responses to Titania Nanotubes. Earlier studies us-
ing substrates fabricated by various micro- and nanofabrication
methods have demonstrated the efficacy of surface submicron fea-
tures in modulating cellular responses �4�. Extensive research has
gone toward understanding nano- and microsurface features on
musculoskeletal cell responses making nano-/microsurface modi-
fication an interesting approach for developing improved im-
plants, as well as scaffolds for musculoskeletal tissue regeneration
�4�.

The potential of titania nanotube modified surfaces for orthope-
dic implant application was demonstrated by a series of recent
studies. Oh et al. �40� demonstrated significantly accelerated preo-
steoblast cell growth on aligned nanotubes in comparison to un-
modified titanium. The modified surfaces with vertically aligned
yet laterally spaced nanotubes were fabricated using the anodiza-
tion method. The nanotubes have an average outer diameter of
about 100 nm and an inner diameter of about 70 nm, wall thick-
ness of about 15 nm, and height of about 250 nm �40�. The study
showed that the adhesion and propagation of the osteoblast cells
are significantly improved by the presence of nanotube topogra-
phy. Moreover, as indicated in Fig. 2, the filopodia of the cells

grew into the nanotube pores to form an interlocked nanostructure
indicating the possibility of developing improved osseointegrated
implants via nanotube surface modification �40�.

Yao et al. �41� investigated the mechanism of osteoblast adhe-
sion and proliferation on titania nanotube structures and compared
the cell responses to unmodified titanium. The nanotube modified
surfaces showed �2.5–4.3-fold increase in surface roughness
over unanodized substrates. Using these substrates, the study dem-
onstrated that the increase in surface nanoroughness corresponds
to increase in osteoblast adhesion. This has been attributed to
several reasons. Nanostructural morphologies of titania nanotube
can significantly modulate the hydrophilicity/hydrophobicity of
the surface and thereby might modulate protein adsorption and
subsequent cell responses �41�. Similarly, the improved perfor-
mance of osteoblasts on nanotubular titania can also be attributed
to its similarity to the nanostructure of bone; the osteoblast cells
are accustomed to for optimal performance. As discussed earlier
the bone is composed of collagen fibers with unique nanotopog-
raphy and inorganic mineral with average grain sizes below 100
nm �4�. The higher bioreactivity of the titania nanotubes can also
be attributed to the optimal initial protein interactions happening
on the anodized titanium. The study also suggested that the favor-
able cell response on nanotubular titania could lead to improved
long term performance of the implants by modulating the cellular
response in terms of mineralized matrix synthesis.

Therefore, the effect of anodized titanium surfaces on long term
osteoblast functions was evaluated in an effort to understand the
potential of this process for implant surface modification �41�. The
study investigated the response of human osteoblast cells toward
nanoparticulate and nanotubular features. The surfaces having
nanofeatures with similar chemical compositions were prepared
by anodization using hydrofluoric acid for various time periods.
Highest osteoblast functions �in terms of mineralized matrix depo-
sition� were observed on nanotube structures in comparison to
nanoparticulate structures, thereby supporting the results of the
previous study �41� that nanotube surface modification has the
potential to significantly improve the osseointegration of
bioimplants.

The ability of titania nanotubes in modulating cell responses
was confirmed by recent studies using chondrocytes and endothe-
lial cells �42,43�. As in the case of osteoblasts, the nanotube sur-
face showed significantly increased chondrocyte adhesion. The
favorable response of chondrocytes toward titania nanostructures
with similar chemistry and crystallinity but with significantly
greater nanoscale roughness in comparison to unmodified titanium
have been attributed to the fact that chondrocytes like the bone
cells are accustomed to the well-organized nanostructured col-
lagen matrix. Brammer et al. �43� investigated the effect of titania
nanotubes on primary bovine aortic endothelial cell functions. The
study demonstrated the ability of nanotube surface to provide
nanocues that affect endothelial cell sensing, spreading, and at-
tachment. Cell migration was significantly affected by the verti-
cally aligned yet laterally spaced nanotube topography showing
lamellipodia with organized actin cytoskeletal filaments and loco-
motive morphologies.

2.2.2 Effects of Titania Nanotubes on Stem Cell Proliferation
and Differentiation. Apart from the studies evaluating various pri-
mary cell responses toward titania nanotubes, a few studies have
investigated the effect of titania nanotubes on mesenchymal stem
cell proliferation and differentiation. Popat et al. �44� demon-
strated the ability of titania nanotubes to improve short term and
long term osseointegration by promoting osteoblast differentiation
and matrix production using human mesenchymal stem cells cul-
tured in osteogenic media. The mesenchymal stem cells showed
higher adhesion, proliferation, exhibited the osteoblastic pheno-
type characterized by increased alkaline phosphatase activity and
bone matrix deposition when cultured on titania nanotubes �45�.
The study demonstrated the suitability of titania nanotubes sub-
strate for stem cell based bone regeneration. The study also evalu-

Fig. 2 SEM micrographs showing osteoblast filopodia growth
on „a… Ti surface „after 12 h… and „b… TiO2 nanotube surface
„after 2 h… „reprinted with permission of John Wiley & Sons,
Inc.… †42‡
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ated the in vivo biocompatibility of the titania nanotubes using a
rat subcutaneous model and demonstrated the absence of chronic
inflammation or fibrosis of titania nanotubes showing good in
vivo biocompatibility �45�.

A study by Park et al. �46� evaluated the effect of titania nano-
tube diameter on stem cell adhesion, spreading, growth, and dif-
ferentiation. It has been found that diameters less than 30 nm with
a maximum at 15 nm strongly enhanced cellular activities. This
unique behavior has been attributed to the fact that the diameter
range provided an effective length scale for accelerated integrin
clustering/focal contact formation. Following the observation of
the unique stem cell behavior on surfaces coated with titania
nanotubes of varying diameter, another study was undertaken by
the same group to evaluate if the observed phenomenon is a spe-
cific characteristic of stem cells or reflects a general trend in cell
behavior in the context of orthopedic tissue regeneration �47�. The
response of two cells relevant to bone regeneration: Osteoblast
and osteoclast toward titania nanotubes of different diameters
were investigated to demonstrate the nature of cell response to
nanofeatures and if the balance between the bone-forming and
bone-resorbing capability will be affected by the nanofeatures.
Titanium films were anodized with phosphate-fluoride electrolyte
at different voltages to form vertically aligned titania nanotubes
on the surface having diameters between 15 nm and 100 nm.
Osteoclast differentiation of hematopoietic stem cells �HSCs� fol-
low the same trend as the previous study using MSCs with the
highest differentiation observed on titania nanotubes having diam-
eters less than 30 nm. The osteoblasts also showed a similar trend
with the highest proliferation, enhanced formation of focal con-
tacts, and mineralization on 15 nm tubes in comparison to sur-
faces having larger size nanotubes or smooth surfaces. Another
important observation was that the mineralization of the human
osteoblasts cells was not hampered by coculture with osteoclasts
on 15 nm nanotubes, while mineralization was not stimulated in
coculture on 100 nm nanotubes. The authors concluded that the
unique behavior of nanotube surfaces having lower diameters
��15 nm� can be attributed to the fact that the nanoscale spacing
of 15 nm corresponds approximately the diameter of an integrin
extracellular domain, and it represents a universal spacing con-
stant supporting a maximum of cellular responses to surfaces. The
coculture study points to the fact that the nanoscale microenviron-
ment plays a crucial role in bone cell differentiation even in the
presence of complex cell-cell interactions and growth factors.
Even though the results are encouraging, further studies are
needed to corroborate the results using a wide range of cell types
and culture conditions.

These in vitro studies demonstrate that the small scale lateral
spacing environment provided by the titania nanotube surface can
favorably modulate cell fate and that the feasibility of using titania
nanotube as a localized drug and protein delivery vehicle makes it
a potential matrix for a variety of therapeutic indications including
developing osseointegrated implant systems.

2.2.3 Titania Nanotubes as Drug Delivery Vehicles. The high
osteocompatibility of titania nanotube surface also raise interest in
using the nanotubes as local drug depots for the sustained delivery
of bioactive molecules at the implant tissue interface. A series of
studies demonstrated the efficacy of titania nanotubes as localized
drug delivery vehicles. Popat et al. �44� investigated the feasibility
of using titania nanotubes as a local antibiotic delivery vehicle.
The development of localized antibiotic releasing implants will be
highly beneficial for reducing implant associated infections and
studies have shown that acute infection or chronic osteomyelitis
develops in about 5–33% of implant surgeries �48�. Titania nano-
tubes with 80 nm diameter and 400 nm length were used for the
study. Different amounts of gentamicin �200 �g, 400 �g, and
600 �g� were incorporated within the nanotubes via a freeze dry-
ing method. The encapsulation process had high loading effi-
ciency �70–85%�. The release kinetics was followed in phosphate
buffer solution. A slower and sustained release of drug was ob-

tained from the nanotubes with higher drug loading. The antibac-
terial effect of the gentamicin loaded nanotubes was evaluated
after challenging the unmodified and modified films with bacteria.
The study showed that the bacterial colonies on titanium and
nanotube titanium were much larger than those on titania nano-
tubes loaded with gentamicin. The osteocompatibility of the gen-
tamicin loaded nanotubes was confirmed by culturing preosteo-
blast cells, which indicated no significant difference in cell
adhesion and proliferation in comparison to titania nanotube
surfaces.

Another study demonstrated the efficacy of titania nanotube as
a localized protein delivery vehicle �49�. A significant interest has
gone to develop protein releasing implants and scaffolds for im-
proving osseointegration since several bioactive macromolecules
such as growth factors are implicated in accelerating bone regen-
eration and tissue in-growth. Titania nanotubes of 80 nm diameter
and 400 nanometer length were used in the study. The study
evaluated the loading efficiency and release kinetics of two model
proteins from titania nanotube surfaces: bovine serum albumin, a
high molecular weight protein with a net negative charge at physi-
ological pH and lysozyme, and a small molecular weight protein
with a net positive charge at physiological pH. As in the case of
antibiotics, the protein loading showed efficiency in the range of
60–80%. Also, a slower and sustained release of protein was ob-
tained from nanotubes with higher initial protein loading. Among
the two proteins studied, the positively charged lysozyme showed
the slowest release, and it has been attributed to the negatively
charged terminal oxide groups on the surface of titania nanotubes.
The study clearly demonstrated the potential of using titania nano-
tube as a localized macromolecular delivery vehicle.

2.2.4 Surface Modification of Titania Nanotubes. Bala-
sundaram et al. �45� demonstrated the feasibility of developing
osteogenic titania nanotube structures by immobilizing a 20 amino
acid peptide sequence �CKIP-KASSVPTELSAISTLYL� derived
from a highly osteogenic molecule “bone morphogenetic protein-
2.” Titania nanotubes of �70 nm diameter and 200 nm long were
used in the study. The immobilization process involved function-
alizing the titania nanotube surface with aminosilane. Scanning
electron micrograph �SEM� and atomic force micrograph �AFM�
demonstrated slight changes in surface structure after chemical
modification. However, the AFM results showed that the root
mean square surface roughness values of all forms of functional-
ized and nonfunctionalized anodized titanium was much higher
than that of unanodized titanium. The evaluation of cell response
to modified titania nanotubes showed interesting results. The
amine functionalized titania nanotubes itself showed significant
improvement in osteoblast adhesion. The presence of BMP-2 pep-
tide sequence on titania nanotubes improved osteoblast cell adhe-
sion. The study demonstrated that chemical and biological modi-
fications can be used to improve bone cell adhesion onto titania
nanotube surfaces.

In addition to the chemical and biological properties, the physi-
cal properties of the titania nanotube surface such as wettability
can be significantly modified by appropriate surface modifica-
tions. Bauer et al. �50� demonstrated that titania nanotube surfaces
having diameters in the range 15–100 nm formed by anodic oxi-
dation is superhydrophilic. The feasibility of varying diameter-
dependent wetting behavior has been demonstrated using a self-
assembled monolayer process. The wetting behavior ranged from
super hydrophilic to hydrophobic �contact angle �108° �2°� and
to superhydrophobic �167° �2°� �47�.

2.2.5 In Vivo Studies Using Titania Nanotubes. Studies were
performed to evaluate if the increased in vitro bone responses
toward titania nanotubes can be translated to increase in vivo bone
bonding. However, it is to be noted that the titania nanotube sur-
faces used for the reported in vitro studies and in vivo studies does
not completely match in terms of all their properties, such as
diameter, spacing, length, and crystallinity. Therefore, a direct cor-
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relation between the in vitro and in vivo results is hard to derive at
this point since all these properties of the titania nanotubes �diam-
eter, spacing, length, and crystallinity� collectively contribute to
their biological responses.

Wilmowsky et al. �51� determined the efficacy of anodic titania
nanotubes in promoting peri-implant bone formation in the frontal
skull of pigs and compared the response to the untreated titanium
oxide surface. The diameter of the titania nanotubes used in the
study was �30 nm. The in vivo study confirmed that anodic ti-
tania nanotubes are able to trigger bone formation around the
implant surface by significantly enhancing collagen type-I expres-
sion at an early stage of bone formation and bone remodeling.
Since collagen I modulate the differentiation and morphogenesis,
the authors concluded that the anodic titania nanotubes have an
accelerating effect on the differentiation of the surrounding osteo-
blasts and thereby might trigger fast initialization of bone forma-
tion around the modified implants. However, no statistically sig-
nificant differences in the expression of osteocalcin, an
extracellular matrix protein, which is synthesized and secreted
during the process of osteoblast differentiation and mineralization,
was found between the modified and unmodified implants. This
indicates that the nanosurface properties might not be influencing
the mineralization process during bone formation and remodeling.
Based on the results, the authors concluded that the titania nano-
tube surface of �30 nm in diameter could enhance osteoblast
function but not the cell proliferation rate. This emphasizes the
need to investigate titania nanotubes of different diameters in vivo
to find out the optimal size range capable of modulating both cell
proliferation and functions. Furthermore, the SEM of the implant
surface in the present study revealed that the titania nanotube
coatings were not damaged during insertion and hence could resist
shearing forces that evoked by implant insertion demonstrating
the efficacy of the surface as a drug delivery vehicle.

Bjursten et al. �52� compared the in vivo osseointegration of
titania nanotube coated surface to titania gritblasted surface using
a rabbit tibial model. The grit blasted surface had a surface rough-
ness of �6 �m diameter and �2 �m depth. The surface was
covered with an amorphous titanium oxide layer of �5 nm thick.
The titania nanotube surfaces were developed via anodization and
the nanotubes were found to have �100 nm outer diameter,
�80 nm inner diameter, and a height of �250 nm. The study
demonstrated the significantly increased osseointegration of tita-
nia nanotube coated implants in comparison to the grit blasted
implants. The fracture force required to remove the nanotube im-
plant from the rabbit tibia was significantly greater than for the
grit blasted controls �10.8�3.1 N and 1.2�2.7 N, respectively�.
Furthermore, the titania nanotube implants showed significantly
higher bone-implant contact area of 78.3�33.3% in comparison
to 21.7�24.7% in the case of grit blasted implants. The histologi-
cal evaluation corroborated this indicating significantly increased
bone formation and bone-implant contact in comparison to grit
blasted controls. The SEM. Energy dispersive x-ray �EDX� map-
ping of the interface after tensile testing indicated the presence of
high concentrations of calcium and phosphorus on titania nano-
tube samples, but not on the gritblasted implants surface. The data
show that the interface bonding between newly formed bone and
titania nanotube surfaces were so strong that the fracture occurred
within the growing bone rather than at the implant-bone interface.
Thus, the calcium and phosphorous concentrations, which are in-
dicative of strong implant osseointegration, was �41.7% on tita-
nia nanotube surface in comparison to �8.3% for the grit blasted
surface. To confirm the increased osseointegration, a pull out test
was performed, which showed as much as ninefold increase in in
vivo bone bonding strength of titania nanotube coated implants in
comparison to grit blasted implants.

Thus, even though direct correlations between reported in vitro
cell behavior and in vivo results cannot be made at this point,

these studies show the positive effects of titania nanotubes with
diameters in the range 10–100 nm in improving in vivo osseoin-
tegration.

3 Conclusions
Surface morphology and roughness have been extensively in-

vestigated to modulate and influence cell and tissue responses.
When compared with earlier implants with smooth surfaces, po-
rous coatings have found to give mechanical interlocking, bone in
growth, and better implant stability. Developments in nanotech-
nology have raised significant interest in the biomedical field as
the unique interactions between nanostructures and cells have
been unrevealed. Several nanofabrication methods and nanostruc-
tures are currently being investigated for tissue regeneration via
the biomimetic approach. The excellent biocompatibility com-
bined with the nanostructure makes titania nanotube a unique sub-
strate for biomedical applications. The in vitro and in vivo studies
performed so far clearly demonstrate the efficacy of titania nano-
tube structures in enhancing osseointegration.

Much of the recent innovation in the titania nanotube field is
focused on modifying the nanotube wall and inside for enhanced
electronic, optical, and biomedical functionalities. This includes
methods of spin-coating, electrodeposition, and electrophoretic
trapping to introduce materials of specific functionalities inside
the nanotubes. Much of the future work is hence expected to be
focused on the control of trapping and release of these species and
their effects on biofunctionality.

The versatility of the fabrication processes in terms of creating
titania nanotubes of varying diameters, spacing between the nano-
tubes, crystallinity, and length of the tubes allows for the devel-
opment of a wide range of surfaces having unique physical,
chemical, and biological properties. Since all these parameters can
individually and collectively modulate cellular responses, these
nanostructures present unique substrates to understand cell-
nanostructure interactions and also to design novel regenerative
biomaterials that could favorably modulate cellular responses to
promote tissue regeneration. Much of the future work in this re-
spect is therefore expected to focus on improving implant func-
tions by modulating the physical and chemical properties of the
nanotubes and by locally delivering bioactive molecules in a sus-
tained manner. It is anticipated that these unique nanostructures
have the potential to be considered for the development of next
generation orthopedic and dental implants.
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